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Abstract: A vast number of image processing and neural network 

approaches are currently being utilized in the analysis of various 

medical conditions. Malaria is a disease which can be diagnosed by 

examining blood smears. But when it is examined manually by the 

microscopist, the accuracy of diagnosis can be error-prone because 

it depends upon the quality of the smear and the expertise of 

microscopist in examining the smears. Among the various machine 

learning techniques, convolutional neural networks (CNN) promise 

relatively higher accuracy. We propose an Optimized Step-Increase 

CNN (OSICNN) model to classify red blood cell images taken from 

thin blood smear samples into infected and non-infected with the 

malaria parasite. The proposed OSICNN model consists of four 

convolutional layers and is showing comparable results when 

compared with other state of the art models. The accuracy of 

identifying parasite in RBC has been found to be 98.3% with the 

proposed model. 

 
Index Terms: CNN, Deep Learning, Malaria, Machine Learning, 

Medical Diagnosis, Neural Networks, Image Classification. 

I. INTRODUCTION 

Malaria is a parasitic disease which is transmitted mostly by 

female Anopheles mosquito’s bite, which results in the 

individual being infected by a malaria parasite called 

Plasmodium. This parasite further has many species [1]. As per 

the World Health Organization (WHO) report, there were 219 

million cases of malaria [2] and 435000 deaths due to malaria 

infection worldwide in 2017. The malaria infection, if detected 

at an early stage, can be cured and the infected person’s life can 

be saved. Currently, the gold standard method for detection is 

considered to be light microscopy-based techniques. In such 

techniques, blood smears are analyzed visually by magnifying 

the image with the help of a microscope [3]. As it has been 

found that there are many types of malaria parasites [1], the 

blood smear sample needs to be analyzed thoroughly to check if 

multiple kinds of parasites are present in the sample. Moreover, 
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there can be different stages of growth of the same type of 

parasite present in the same sample. Analyzing a smear sample 

with very high magnification factor such as 1000x needs  

 

a  lot of time to traverse the whole sample and also it puts too 

much strain on the eyes of the examiner to examine just one 

sample. If a large number of individuals get infected by malaria 

in a particular region, diagnosing a large number of smear 

samples rapidly will not be possible by the pathologists and 

such delay in diagnosis results can be fatal for the malaria 

patients. Moreover, as there are many types of malaria parasites 

which differ in their appearance in smear samples, analyzing 

the samples also require certain expertise by the pathologists 

and any lack in observation can result in flawed results. This 

time-consuming process of diagnosis and need of high 

expertise in observational skills in analyzing smears samples 

have motivated the computer scientists all over the world to 

design systems to automatically analyze the smear samples and 

diagnose for the disease. These systems can greatly aid the 

pathologists in the various diagnosis processes. Till now a vast 

number of image processing and machine learning approaches 

have been proposed to accomplish such tasks. Such 

computer-aided diagnosis (CAD) softwares mostly are based 

upon image analysis where machine learning (ML) techniques 

are used with manually defined features to be analyzed [4]. But 

the manual defining of features requires expertise in analyzing 

various shapes, sizes and region of interest (ROI) within the 

image which is too complicated and also depends upon the 

expertise of the person doing it. This issue of devising features 

can be addressed by Deep Learning (DL) which is significantly 

successful in accomplishing this task [5]. In DL, there is a 

cascading of layers, where each layer works as a non-linear 

processing entity. Such design allows the DL to self-discover 

the features in the data. These DL models give an improved 

performance with larger data size. In the case of images, we can 

gather a lot of information from the spatial correlation of 

pixels/voxels. In the various DL models, there is a particular 

class known as convolutional neural networks (CNN). This 

CNN class can effectively exploit the information of spatial 

correlation. 
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II. RELATED WORK 

To identify the infection of malaria parasite a sequence of 

operations must be followed which are acquisition of image, 

preprocessing the data, segmentation of RBC, extraction of 

various features and then finally classification [6]. In the phase 

of image acquisition, the blood smear images are collected. 

Preprocessing is the phase in which the undesirable noises 

present in the images of blood smears are removed for further 

analysis and better visualization [4]. In the phase of 

segmentation, the red blood cells (RBC) are isolated and the 

details which are not needed such as platelets and white blood 

cells are removed. The phase of feature extraction consists of 

extracting various aspects from the RBC such as texture, color, 

geometry and morphology. Then by utilizing the machine 

learning algorithms, RBC is classified as infected or 

non-infected. Usually, to identify the malaria infection, thick 

smear samples are used while to identify the particular species 

of the malaria parasite and its stage of maturity, the thin smear 

samples are used [1]. There have been a lot of approaches 

proposed for preprocessing images of blood smears. To reduce 

the impulse noise May et al. used Median filter [1]. Gaussian 

noise was effectively removed by applying Gaussian filter by 

Arco et al. [7]. In the case of microscopic images, Geometric 

mean filter was used by Das et al. [6]. Diaz et al. removed the 

high-frequency intensity with the help of low pass filter which 

averaged the pixels intensity [8]. With the application of Susan 

filter Soni et al. preserved image structure [9]. To smoothen the 

images Savkare et al. applied Laplacian filter [10]. By using 

Grey World Assumption Tek et al. corrected the illumination 

[11]. To preserve the contrast of images Surdhkar used adaptive 

local histogram equalization [12]. Soni et al. enhanced contrast 

of the image by applying partial contrast switching [8]. Abbas 

et al. attempted to normalize pixels intensity using histogram 

matching algorithm [13]. 

In the phase of segmentation, there are several aspects. To 

differentiate RBC from background image Suradkar used edge 

detection algorithm [12]. For finding overlapping cells Savkare 

et al. applied watershed algorithm [10]. Soni et al. used 

granulometry technique for detection of subject-of-interest 

objects [9]. For segmentation Khan et al. used K-means 

clustering [14]. Chayadevi et al. have used fuzzy logic 

approach for segmentation [15]. By analyzing the highest and 

lowest histogram values, Damahe et al. proposed Zack 

threshold for discernment of RBC [16].  

Feature extraction is very important to recognize if a cell is 

infected with malaria or not. To find Haralick texture feature 

such as entropy, contrast, energy, correlation, standard 

deviation, mean, homogeneity, angular second movement and 

roughness, Das et al. applied Gray-Level Co-Occurrence 

Matrix [6]. Malihi et al. mainly focused on features of color 

histogram to detect infection in RBC [17]. Chavan and Sutkar 

also used histogram approach [3]. To feed the classifier with 

input Abu Seman et al. performed extraction of texture, shape 

and size of infected and non-infected erythrocyte [18]. 

Measurement of relative shape was proposed by Springl. He 

also proposed Flat texture features and Gradient to identify 

infected RBC [19]. Chayadevi et al. attempted to find features 

based on intensity using color channel intensity [15]. Features 

of highest significance which can be used to detect malaria 

parasite infection are color, texture, geometry and morphology 

respectively [6]. 

Currently, the most potent type of machine learning approaches 

in medical image processing are supervised learning methods. 

The multilayer perceptron network utilized by Abu Seman et al. 

showed 89.80% accuracy in classifying malaria parasites [18]. 

The neural network based upon morphological features used by 

Khot and Prasad achieved 73.57% accuracy [20]. The Naïve 

Bayes method used by Das et al. for classifying ring and stages 

of malaria parasites obtained 96.73% accuracy [6]. The 

Bayesian classifier used by Anggraini et al. achieved 93.3% 

accuracy [21]. Logistic regression approach used by Mandal et 

al. for detecting malaria parasite achieved 88.77% accuracy 

[22]. The gametocyte phase of the malaria parasite was 

classified with the help of multi-layer perceptron by Yunda 

with an accuracy of 77.19% [23]. Adaptive resonance theory 

was used by Chayadevi et al. to detect infected RBC with an 

accuracy of 94.45% [15]. An approach to detect infected 

parasite by using regional maxima and area suppression was 

used by Le et al. with an accuracy of 92.69% [24]. Otsu 

thresholding approach was used to classify four types of 

malaria parasite by Malihi et al. using K-Nearest Neighbor 

classifier and gained an accuracy of 91% [17]. The neural 

network introduced by Memeu to classify stages of parasite 

achieved an accuracy of 79.7% [25]. A morphological 

approach to detect infection of the parasite was applied by 

Prasad et al. and attained an accuracy of 96% [26]. A support 

vector machine used to identify parasitic infection stages 

proposed by Kumarasamy et al. obtained accuracy of 86% [27]. 

Automated malaria detection mechanisms mostly follow the 

three phases which act like a pipeline consisting of 

pre-processing, segmentation and feature extraction before the 

classification. But there are some drawbacks that need to be 

addressed in these phases. Error in any one phase can propagate 

to the next phase. An expert in the problem domain is required 

to hand-engineer the features and define the methods for 

pre-processing and segmentation suitable to that particular 

domain. To hand-engineer the features, expertise in the analysis 

of morphology, texture, color and size of region of interest is 

essential. CNN has been found to perform significantly well to 

overcome these drawbacks. CNN consists of multiple 

cascading layers which are able to automatically discover new 

features which reduce the requirement of expertise in the 

domain of malaria [28]. CNN is quite popular in deep learning 

and is used widely in the medical field because of its significant 

performance. Zhang et al. used a CNN consisting of nine layers 

to diagnose breast cancer with 94% accuracy [29]. 

 



International Journal of Innovative Technology and Exploring Engineering (IJITEE) 

ISSN: 2278-3075, Volume-8, Issue-9S, July 2019 

 

815 

 

 

Published By: 

Blue Eyes Intelligence Engineering 
& Sciences Publication  Retrieval Number: I11310789S19/19©BEIESP 

DOI: 10.35940/ijitee.I1131.0789S19 

III. PROPOSED APPROACH 

A. Data Collection 

The dataset used here has been taken from the work of 

Rajaraman et al. [30]. It consists of 27558 images of cells with 

an equal number of infected and non-infected cells. These cell 

images were acquired after segmenting images of 200 thin 

blood smear slides out of which 150 were from infected 

patients and 50 were from healthy patients. The dataset 

contained images of different sizes so to suit the needs of our 

customized CNN we re-sampled all images to 100 x 100. 

Figure 1 and figure 2 demonstrate typical instances of 

malaria-infected and normal RBCs. 

 

 

  
 

  
 

Figure 1: Infected RBCs 

 

 

 

 
 

 

  
 

Figure 2: Normal RBCs 

 

B. OSICNN Model 

Our OSICNN model consists of four convolutional layers. 

Within every two cascading convolutional layers we used 

Cross Channel Normalization layer to perform normalization 

across channels, Leaky ReLU as the activation function and a 

Max-pooling layer to down-sample and thus reducing the 

spatial size of output representations of convolutional layers.  

TABLE I.  OSICNN ARCHITECTURE 

 

Layer Type 

 

 

Feature Size 

 

Kernel Size 

 

Padding 

 

Stride 

Input Image 100*100*3 - 0 - 

Convolution 1 100*100*α 3*3 1 1*1 

Cross 

Channel 
Normalization 

- - - - 

Leaky ReLU - - - - 

Max Pooling 50*50*α 2*2 0 2*2 

Convolution 2 46*46*β 5*5 0 1*1 

Cross 

Channel 
Normalization 

- - - - 

Leaky ReLU - - - - 

Max Pooling 23*23*β 2*2 0 2*2 

Convolution 3 19*19*γ 5*5 0 1*1 

Cross 

Channel 
Normalization 

- - - - 

Leaky ReLU - - - - 

Max Pooling 10*10*γ 2*2 1 2*2 

Convolution 4 1*1*δ 10*10 0 1*1 

Cross 

Channel 
Normalization 

- - - - 

Leaky ReLU - - - - 

Dropout (0.5) - - - - 

Fully 

Connected 

1*1*2 - - - 

Softmax - - - - 

Classification - - - - 

 

We further have one fully connected layer and SoftMax layer 

for the classification of extracted features. And we used one 

Dropout layer before fully connected layer to prevent 

overfitting problems [31]. The dropout ratio used here is 0.5. 

Architecture of the proposed model is shown in detail in table Ⅰ 

where α, β, γ and δ are number of filters on first, second, third 

and fourth convolutional layer respectively. Optimal values for 

α, β, γ and δ are adjusted gradually in each iteration to reach 

their optimal values. Starting from the predefined minimum 

values, these values are increased at each iteration, which has 

been called as step-increase. The increase in each step has been 

decided considering our current computational capabilities. 

After reaching some certain values if increasing further results 

in decreased performance, then the values are decreased a bit 

and those values are considered to be optimal. Figure 3 

represents the pictorial representation of OSICNN. 
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Figure 3:Pictorial representation of the proposed model 

C. Data Augmentation 

On the network with optimal configuration of α, β, γ and 

δ, the experimentation will be conducted using augmented 

dataset for better training of the OSICNN model. The various 

augmentation operations to be used are rotations by 90, 180, 

270 degrees and reflections along X-axis and Y-axis. An 

instance of performing augmentation operations is shown in 

figure 4. 

 

 
Sample image 

 
Rotation along 90 degree 

  

 
Rotation along 90 degree 

 
Rotation along 90 degree 

  

  
Reflection along X-axis Reflection along Y-axis 

 

Figure 4: Augmentation operations on dataset. 

IV. EXPERIMENT RESULTS AND DISCUSSION 

Experimentation has been carried out in MATLAB version 

R2019a installed on windows 10. The hardware of the 

systemconsists of processor Intel i7, 16 GB RAM, 4 TB Hard 

Disk and 8 GB NVIDIA GTX 1080Ti. Optimization of 

hyperparameters like variance and initial learning rate 

wascarried out with the application of random search 

[32].Adam method has been used to optimize the network 

[33].  

 

Configuration of each iteration in step-increase is evaluated 

by 5-fold cross-validation.  

TABLE II.  PERFORMANCE OF OSICNN ARCHITECTURE UNDER 

DIFFERENT CONFIGURATIONS 

 

Configuration 

(α-β-γ-δ) 

 

Accuracy 

 

Sensitivity 

 

Specificity 

 

Precision 

 

F1-Score 

 

MCC 

 

6-6-16-16 

 

0.958273 

 

0.963716 

 

0.952830 

 

0.953338 

 

 

0.958499 

 

0.961600 

 

6-16-16-16 

 

0.954282 

 

0.941219 

 

0.967344 

 

0.966468 

 

0.953676 

 

0.940974 

 

6-16-16-64 

 

0.962627 

 

0.950653 

 

0.974601 

 

0.973978 

 

0.962174 

 

0.950586 

 

6-16-32-128 

 

0.961538 

 

0.955733 

 

0.967344 

 

0.966960 

 

0.961314 

 

0.955239 

 

6-32-64-128 

 

0.963716 

 

0.959361 

 

0.968070 

 

0.967789 

 

0.963557 

 

0.958866 

 

6-32-128-128 

 

0.958636 

 

0.948476 

 

0.968795 

 

0.968148 

 

0.958211 

 

0.948158 

 

6-32-128-256 

 

0.969521 

 

0.955733 

 

0.983309 

 

0.982836 

 

0.969095 

 

0.955951 

 

6-32-128-512 

 

0.979318 

 

0.976778 

 

0.981858 

 

0.981765 

 

0.979265 

 

0.976622 

 

6-32-256-512 

 

0.965530 

 

0.957910 

 

0.973149 

 

0.971734 

 

0.965265 

 

0.957645 

 

6-32-256-1024 

 

0.960813 

 

0.947025 

 

0.974601 

 

0.970881 

 

0.960265 

 

0.947044 

 

Theperformance evaluation of the model under various 

numbers of filters on each step-increase is as shown in the 

table Ⅱ.It was observed that by change in the number of 

filters on each convolutional layer, the performance of the 

network was varying significantly. So while designing a 

CNN, it is very important to choose an optimal number of 

filters on the convolutional layers for best performance. The 

performance of the network was tested under different 

configurations of different number of filters automatically by  

OSICNN system. Accuracy of 97.9% was observed with the 

number of filters 6, 32, 256 and 512 on first, second, third and 

fourth convolutional layer 

respectively. After applying 

data augmentation on the 
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training dataset, the accuracy of OSICNN further improved 

to 98.3 %. 

 

TABLE III.  COMPARISON WITH EXISTING MODELS 

 

Approach 

 

 

Accuracy 

 

Rajaraman et al. [30] 0.986 

Gopakumar et al. [34] 0.977 

Bibin et al. [35] 0.963 

Liang et al. [36] 0.973 

Das et al. [6] 0.840 

Ross et al. [37] 0.730 

Vijayalakshmi et al. [38] 0.931 

Proposed OSICNN Model 0.979 

Proposed OSICNN Model 

(Augmented Training 
Dataset) 

0.983 

 

Except for the model of Rajaraman et al., the accuracy 

demonstrated by the proposed model proves itself to be better 

than all other existing models as shown in table Ⅲ. But 

Considering the complexity and size of the model 

ofRajaraman et al. which consists of 50 convolutional layers 

and complex structure, our proposed model converges faster 

due to smaller size consisting of only 4 convolutional layers, 

while also showing comparable performance. 

V. CONCLUSION 

Malaria is a severe disease existing worldwide. If patient 

is correctly diagnosed at early stages, the medical treatment 

can effectively cure the patient. But if parasite of malaria 

grows into mature stages, it becomes difficult to treat the 

patient which puts the life of the patient at risk. The proposed 

model is showing an accuracy of 98.3% in identifying 

malaria parasite which is quite promising and good enough to 

be used by medical experts to identify malaria parasite in 

RBC. Medical experts can just take the high resolution image 

of blood smear and analyze the RBCs using the proposed 

model which will successfully indentify presence or absence 

of malaria infection with 98.3 % accuracy. The small size of 

the proposed model makes it convenient to be run at 

machines with low computational resources. 

VI. FUTURE SCOPE 

The proposed OSICNN model shows a good success in 

identifying malaria-infected cells. But this model is not able 

to differentiate among different species of the malaria 

parasite. This work can be further extended to identify 

malaria parasite species. Also, the performance of a CNN 

depends greatly on the size of training dataset so by acquiring 

a larger dataset, performance of the model can be enhanced. 
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