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 
Abstract: A book cover can convey a lot about the content of the 

book. Despite the adage to not evaluate something based on 
outward appearances, we apply machine learning to see if we can, 
in fact, judge a book by its cover, or more specifically by its cover 
art and text. The classification was done considering three 
different aspects - cover image only, cover text only and both 
image and text in a multimodal approach. Image classification 
was done using transfer learning with Inception-v3. For text 
detection from the cover image, images were first converted to 
greyscale and different thresholds were applied to detect 
maximum text. This text was then vectorized and used to train a 
Multinomial Naïve Bayes model. We also trained custom CNNs 
for image and text modalities. For multimodal classification, we 
examine late fusion model, where the modalities are combined at 
decision level, and early fusion model, where the modalities are 
combined at the feature level. Our results show that the late fusion 
model performs best in our setting. We also observe that text is 
more informative with respect to genre prediction and that 
significant efforts need to be devoted to solve this image-based 
classification task to a satisfactory level. This research can be used 
to aid product design process by revealing underlying information. 
It could also be used in recommender systems and to help in 
promotion and sales processes for automatic genre suggestion. 

Keywords: Text classification, Image classification, 
Multimodal classification, Deep Learning, Genre Prediction.  

I. INTRODUCTION 

Since the invention of the printing press in the 15th 

century, books have become a widespread method of 
retaining and sharing information. Even with the recent trend 
of electronic devices, the practice of reading continues to be 
practised and encouraged. Every day, thousands of books are 
published worldwide, which means it is a daunting task for a 
new book to be noticed and acquire a significant readership. 

Visual design gives significant impressions to transmit 
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facts that enhance product value. Similarly, book cover 
design gives an impression of the content of the book. To 
encourage people to buy their books, authors and publishers 
go to some lengths to ensure that their products are visually 
attractive. When a person considers reading a new book, they 
usually glance at the book cover and tries to guess what kind 
of book it is. We explore whether machine learning can be 
used to analyze the cover and get a reasonably accurate 
prediction of which genre the book belongs to. 

The combination of multimodal features for the 
recognition and classification of visual data is an emerging 
method for understanding image content in recent years. The 
multimodal data are often correlated and complementary to 
each other in visual understanding, since they originate from 
a common source. A book cover may include images along 
with text such as title, author, a one-line description etc. This 
matter, for the most part, gives obvious hints as to the type of 
content within. However, such hints are sometimes 
understood only by the seasoned reader. This work attempts 
to classify books by genre based on the cover image and any 
text present on it. It also examines to what extent the cover of 
a book can determine the genre it belongs to. This 
classification might be valuable for organizations which 
provide literary services, such as libraries and online 
bookstores. It may also be used for recommendation system 
purposes. The categorization of literary works is remarkably 
different from conventional text classification. A title is 
usually a very short description and an incomplete sentence. 
A classifier that learns from such short text may need to be 
designed differently from a typical text classifier. 

Machine learning is being increasingly used in different 
fields for a variety of purposes. It is making increasingly 
accurate image recognition algorithms possible. 
Convolutional Neural Networks are multi-layer neural 
networks that employ learned convolutional kernels, also 
called filters, as a method of feature extraction. The idea here 
is to use learned features rather than pre-designed features as 
the feature representation for image recognition since it is 
difficult to determine precisely what features we wish to learn 
about. CNNs combine multiple convolutional layers along 
with fully-connected layers. By increasing the depth of the 
network, higher-level features can be learned and 
discriminative parts of the images are exaggerated [4]. These 
deep CNNs have had successes in many fields including digit 
recognition in [3], [5] and large-scale image recognition in 
[6], [7]. The purpose of fine-grained classification is to assign 
labels to images having subtle differences in visual 
appearance such as animal species and product types. This is 
quite challenging as pertinent differences that are not easily 
apparent may not be accurately extricated by a typical 
classification model. Scene text, which appears in natural 
scenes such as road signs, product 
packages, and shop displays, 
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often possesses rich and precise meanings that are highly 
related to the semantics of the object or scene in the same 
image. The text present on a book cover provides similar 
information of equivalent importance to the cover image. 
With the recent developments in text detection and 
recognition described in [33], [34], it has been shown that 
textual cues are very beneficial to fine-grained classification. 

Unification methods for multimodal learning are divided 
into late fusion and early fusion techniques. In late fusion 
information from the modalities is combined at the decision 
level. The general idea for this is to use separate classifiers 
for each modality and combine the output probabilities from 
these networks based on some kind of policy. In early fusion, 
the modalities are instead combined at the feature level. The 
modalities are also processed by separate models, where each 
model produces a vector representation for its modality. 
These abstract representations are then fused and put though 
a multimodal network to generate predictions. 

In this paper, we apply machine learning to book genre 
prediction based on cover images. We also discuss how to 
efficiently integrate visual and textual cues for fine-grained 
image classification with CNNs. We examine the outcomes 
of unimodal classification – using Multinomial Naïve Bayes 
and a custom CNN for text classification, Inception-v3 [6] 
transfer learning and a custom-designed CNN for image 
classification - and compare the performance of different 
multimodal techniques. We describe network architecture 
and results.  

II.  RELATED WORK 

The existing work for automatic classification of books has 
been done considering a variety of attributes such as cover, 
book metadata as well as the entire content of the book itself. 
Considering only image modality, two different CNN 
architectures, LeNet [3] and AlexNet [20] were evaluated in 
[2], with AlexNet achieving higher Top 1 accuracy of 24.7%. 
It was also attempted to visualize what objects and text 
regions are being detected on the cover images using SSD 
and EAST detector [19]. The different fonts used on covers 
were analyzed in [10] and identified trends in terms of how 
typographic design represents the impression and the 
atmosphere of the content genres. Reference [8] had 
previously considered text modality in the form of title text, 
those results are compared with two neural networks – one 
being a shallow network, the other deeper with architecture 
similar to VGG16 – which they used to classify cover images. 
A subset of Amazon co-purchase dataset was examined in 
[25] to specifically examine book co-purchases and extended 
it to include visual information from the covers, such as 
dominant colours and objects detected using Darknet 
framework. Analysis of book covers was performed using the 
JRip algorithm implemented in Weka. We have also looked 
at work done on genre classification of comic books and 
movie genre based on posters since these endeavours are 
analogous to our purposes. Machine learning has been used 
in a variety of forms and combinations, to good effect. For 
comic books, attempts have been made to distinguish them 
by genre as well as artistic style. Research has also been done 
as to how to accurately text present in a comic book can be 
detected using an off-the-shelf neural network [16] – [18]. 

Movie posters are nearly identical to book covers concerning 
their aim and the content that they present. Classification has 
been done based considering only the poster, as well as poster 
along with movie title, plot and other metadata in [11]-[14]. It 
was also attempted to predict the box office collections of a 
movie based on movie poster and metadata in [13]. A similar 
analysis was performed on book covers as to whether they 
could be used a determiner of book sales and popularity in 
[29], and whether a Generative Adversarial Network (GAN) 
could be trained to simulate popular book covers. Genre 
classification for artistic style has also been explored in the 
field of art in [15]. For text modality, the same authors as [8] 
applied Doc2Vec and Multinomial Naïve Bayes to textual 
descriptions of books in [26]. Across all the considered 
genres, Doc2Vec achieved the highest accuracy. Multi-label 
binarizer was used for multi-genre prediction based on book 
plot summaries in [28]. Considering only book titles in [9], a 
variety of algorithms were evaluated, with LSTM giving the 
best accuracy by a very narrow margin. E-commerce product 
title classification in [30] used SVM and also revealed the 
harmful effects of applying typical conventional text 
classification procedures on short text. We looked at various 
neural network approaches to text classification in [29], 
where different CNNs are trained on pre-trained word vectors 
for sentence-level classification tasks. Many approaches rely 
on text as a single modality as most book metadata is 
represented as textual features. This approach often shows 
good results and yields low inference time, as processing text 
typically is faster than images. By including the information 
encoded in the images, we can expect the classification 
performance to improve.  There have been a variety of 
approaches to image-text multimodal classification. Encoded 
text is embedded onto an image to obtain an information 
enriched image in [31]. The features of resulting images are 
learned by a CNN for classification purpose. Labels 
associated with images are used for semi-supervised learning 
in [32], where a Multiple Kernel Learning (MKL) classifier 
was first learned on both image content and keywords 
associated with the image, after which SVM is trained on 
visual features from MKL output values. A fusion process is 
introduced in [21] to combine the outputs of image and text 
models. Here a regularization parameter, λ, was used to 
control the balance between the two sub-models. To integrate 
text and image cues at feature level, [22] used an attention 
mechanism where image feature is used to attend over the 
text feature, and this transformed text feature is fused with 
image features for classification. 

III. DATASET 

We used the publicly available dataset of book covers 
provided by [2]. The raw dataset contains information 
regarding the book cover title, authors, main category, and 
link to the images of 57,000 book covers equally divided 
among 30 main categories from Amazon.com. In cases where 
the book cover was assigned to multiple categories, one 
category has been randomly selected.  
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The book cover dataset is quite complex when we compare 
it to standard image classification datasets like MS-COCO 
[35] and ImageNet [36]. It is quite difficult even for humans 
to classify. Most of the categories are distinguishable based 
on the textual description, while some categories contain 
significant visual cues such as recognizable objects for its 
discrimination [19]. 

IV. BOOK GENRE CLASSIFICATION 

A. Proposed Pipeline 

In this paper we propose two neural network models, one 
for early fusion and one for late fusion. The proposed 
network structures are described in Fig. 2 and Fig. 3. They 
consist mainly of 3 parts: Text extraction from image, text 
and visual feature extraction, and multimodal classification 
based on either feature fusion or decision fusion. The first 
part aims at detecting and recognizing the text present on the 
cover. The second part transforms each input source into a 
feature representation. The final part combines the 
dual-modality representations into a single representation. 
The main components of the proposed method are described 
below.  

B. Text Detection 

To extract the text present on the book covers different 
methods were tested. For all methods, the images were first 
converted to grayscale as colour information is not required 
here. Tesseract OCR with pytesseract wrapper was used for 
text detection and recognition. First, we simply applied some 
basic erosion and dilation before text detection, however the 
text detected was too noisy. We also applied edge detection 
methods as in [27]. Since the cover text is similar to scene 
text in terms of noise, the EAST model introduced in [37] 
was also tried with not dissimilar results. Finally, we chose to 
apply 4 different binary thresholds to the grayscale image and 
combined the text detected from each new image generated, 
as shown in Fig. 1.  

 
Fig. 1. Sample book cover with the application of 

different thresholds  

C. Text Recognition 

The application of thresholds was modified to trying the 
fourth threshold only if no text was detected in any of the first 
three thresholds. This proved to be more informative, 
however, it suffered from the problem of overlapping – since 

basically the same image is used to detect text multiple times, 
the same text is detected repeatedly. This is easily remedied, 
however sometimes the application of threshold results in 
warping of a letter or two, resulting in the detection of a 
seemingly different word which results in noisy text. 

D. Text Preprocessing 

Since our text data is of short length, with the longest title 
not having more than 20 words, as stated in [38], typical text 
preprocessing methods such as stopword removal, 
lemmatization and stemming do more harm than good. 
Instead, we opted to simply remove as much noise as possible 
by removing all punctuation and retaining words at least 3 
characters long.  

E. Text Representation 

CountVectorizer along with TfidfTransformer was used to 
obtain feature vectors for our text. We also looked at Keras’ 

Tokenizer API as well as pre-trained GloVe word 
embeddings to create an embedding matrix that is used as 
input for text classification CNN. 

F. Text Classifier 

Naïve Bayes classifiers are a family of classifiers that are 
based on the popular Bayes’ probability theorem. They are 
known for creating simple yet well-performing models, 
especially in the fields of text classification. We use 
Multinomial Naïve Bayes classifier with alpha value 0.39 to 
get the best accuracy on text classification. We also 
attempted to design a custom CNN, where the word 
embeddings were given as input to an Embedding Layer. The 
output of this layer was given to separate convolutional layers 
with 256 filters and kernel sizes 3, 4 respectively. The output 
of each of these layers is passed through a maxpooling layer, 
concatenated and then flattened since we wish to give it as 
input to a dense layer. The dense layers contain 256 units. 
After this, we added a dropout layer with rate 0.5, and finally 
a 30 unit dense layer with softmax activation. 

G. Image Preprocessing 

The cover images were resized to 299x299 since 
pre-trained weights for those dimensions are available for 
Inception-v3 CNN. We used the same as the input to our 
custom CNN. Some data augmentation such as rescaling was 
also done to increase the number of available training and 
testing images. 

H. Image Classifier 

Inception CNN, developed by researchers at Google, has 
obtained state-of-the-art results in the field of large-scale 
multiclass image classification. It has also given excellent 
results for transfer learning. We used the base layers of 
Inception-v3 [6] to extract features from the cover images. 
With this we tried 2 methods: remove the bottleneck and 
replace it with a dense layer, followed by a Dropout layer and 
finally a dense layer with softmax activation to obtain a 
prediction for the 30 classes. We also took the 2048 features 
obtained from the last average pool layer and tried to reduce 
its dimensionality. Upon applying Principal Component 
Analysis (PCA), we reduced the number of features to 229. 
These features were then used to train an SVM classifier. We 
performed Grid Search to determine the best set of 
parameters for the classifier. We 
also designed our own CNN, 
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where the input image is in parallel passed to both a 2D 
convolutional layer with 256 filters and a max pooling layer 
of pool size (2, 2). The output of each is again given to 
convolutional layers after which the features obtained in each 
limb are concatenated.  

These features are flattened and then passed to a dense 
layer with softmax activation to get the final output. 

I. Early Fusion 

As mentioned previously, in early fusion the different modes 
are combined at the feature level and the combined features 
are used to train the classifier. We take the flattened vectors 
obtained in intermediate stages from our image and text 
CNNs. These vectors are concatenated to give our 
multimodal feature vectors. The vectors then go through 
dense layers with 128 and 64 units respectively. Finally, after 
a dropout layer with rate 0.5, we have a dense layer with 
softmax activation to give our predictions. 

J. Late Fusion 

We opted to use the predictions generated by the combined 
Inception + SVM model for image classifier predictions and 
the predictions of the Naïve Bayes model for text predictions. 
We tested different policies to generate the final genre 
prediction, such as adding the class-wise probabilities, 
product max and argmax policies. We finally chose 
product-max heuristic policy to give the final prediction. This 
is equivalent to: 
 

Pproduct-max = arg max (oimage ⊙ otext) 
 
Here P refers to the final prediction probability. 

 
Fig. 2. Early Fusion Architecture 

 
Fig. 3.  Late Fusion Architecture 

V. RESULTS AND DISCUSSION 

A. Image only 

Using only Inception CNN with some hyperparameter 
tuning we managed to achieve a Top 1 accuracy of 30%. 
Extracting the features from Inception and training an SVM 
classifier on those features improved the accuracy by a few 
percent. For a 30 class image classifier, the results are not 
exceptional. This might be due to dissimilarity of covers 
belonging to the same genre which causes the model to 
overfit on the training data. The categories such as Cooking, 
Food and Wine, Sports and Outdoors have some kind of 
common imagery across most of the books belonging to the 
category, such as food and drinks in the first case and sports 
equipment/sportspersons in the latter. However, categories 
such as History or Self Help do not have any specific 
distinguishing features which make them harder to classify. 

B. Text only 

The best accuracy using only text is 55.4%. Here also 
overfitting might have occurred. Considering the complete 
text vocabulary, only a very small subset of it can act as 
keywords denoting a particular genre. Especially in fiction 
genres, titles can be very ambiguous. This probably means 
we must look at how better to capture semantic meaning and 
relation between different words present in a single book’s 

cover text to get better classification results. 

C. Image and Text 

1) Early Fusion 
Early fusion did give an improvement over classification 

based only on image, however it was not more accurate than 
text-only classification. It is evident that the features being 
extracted are not very well suited  

 
 
 
 



International Journal of Engineering and Advanced Technology (IJEAT) 
ISSN: 2249 – 8958 (Online), Volume-9 Issue-5, June 2020 

534 

Published By: 
Blue Eyes Intelligence Engineering 
& Sciences Publication  
© Copyright: All rights reserved. 
  

Retrieval Number: E9561069520/2020©BEIESP 
DOI: 10.35940/ijeat.E9561.069520 
Journal Website: www.ijeat.org 
 

Table- I: Experimental Results from Tested Machine 
Learning Algorithms 

Moda
lity 

Method Accuracy 

    Image only 
InceptionV3 30.1% 

InceptionV3 + SVM 34.6% 

Text only 
Naïve Bayes 55.4% 

CNN 53.1% 

Image  
+ 
Text 

Feature fusion (early fusion) 56.2% 

Decision fusion (late fusion) 60.1% 

 
to this task. Since we used custom CNNs to extract the 
features of both image and text, we must reexamine our 
network architecture to further design a neural network that 
better extracts the features from both images and text for 
book covers. 

2) Late Fusion 
The multimodal late fusion model gave us the overall best 

accuracy. Typically late fusion is said to be optimal in case of 
unrelated modalities, but in our case perhaps late fusion 
served to capture different features from image and text that 
did correspond to the genre it belonged to. Product-max 
heuristic policy gave us the best accuracy. The class-wise 
probabilities obtained were multiplied element-wise to give 
the final probability. This showed that late fusion models, 
despite being simple, worked quite well for our classification 
task. 

VI. CONCLUSION 

In this paper, we have trained models to predict the genre of 
a book based on visual and textual modalities of the cover and 
hence proved that it is possible to draw a relationship 
between book cover images and genre using automatic 
recognition. Our experimental results have demonstrated that 
textual features of books are much more informative for 
categorization when compared to visual features, and that 
combining shows a marked improvement in accuracy. The 
cover design process can benefit from this research as 
analysis of correctly and incorrectly classified covers reveal 
some underlying information as to what visual features help 
to identify books belonging to a particular genre. It could also 
be used to help in e-commerce platforms by providing 
automatic genre suggestions. Since the model is not 
completely accurate, the automatic suggestion can be 
displayed as a prompt, with an option for the user to modify 
it. It may also be helpful for recommendation services and in 
computer vision fields.  

Future research will be put into further analysis of the 
characteristics of the classifications and the features 

determined by the CNN network in an attempt to design a 
network that is optimized for this task. We can try to 
fine-tune hyperparameters to improve accuracy. Also, it can 
be seen that the image and text features themselves are 
mostly independent of each other. This can be improved by 
using some sort of attention mechanism – either attending 
over the image vectors based on the text or vice versa. This 
may combine the modalities more effectively.  
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