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Abstract

Modern applications and services increasingly leverage network infrastructures, cyber-physical sys-
tems and distributed computing paradigms to offer unprecedented pervasive and immersive expe-
rience to users. Unfortunately, the massive usage of virtualization models, the mix of public and
private infrastructures, and the large adoption of service-oriented architectures make the deployment
and operation of traditional cyber-security appliances difficult. Although cyber-security architectures
are already migrating towards distributed models and smarter detectors to account for ever-evolving
forms of malware and attacks, they still miss effective and efficient mechanisms to programmati-
cally inspect these new environments. In this paper, we investigate the use of the extended Berkeley
Packet Filter for inspecting network communications. We show how this framework can be employed
to selectively gather various information describing a network conversation (e.g., packet headers), in
order to spot emerging threats like malicious software taking advantage of hidden communications.
Results indicate that our approach can be used to inspect network traffic in a more efficient way com-
pared to other traditional mechanisms.

Keywords: eBPF, network covert channels, network monitoring

1 Introduction

The software industry has probably never delivered so many innovations and so fast as in the last twenty
years. Following the progressive introduction of virtualization paradigms first and cloud models later,
computing architectures have progressively evolved from monolithic to distributed and scalable frame-
works, up to the introduction of micro-services and service mesh patterns [1]. Motivated by the need for
more agility in the development and operation pipelines, applications are today commonly decomposed
in multiple business units, each one with specific functions. The large availability of public infrastruc-
tures and devices allow the deployment of such units in a pervasive and distributed fashion, bringing the
opportunity to build ubiquitous, mobile, and immersive services, which were even unthinkable a decade
ago [2].

The dark side of this evolution is the growing difficulty to monitor and inspect this new breed of
applications and services when looking for malware, intrusions and other forms of passive or active
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attacks. As a matter of fact, while more conventional applications commonly lie within a safe security
perimeter (being it the traditional enterprise network or a more modern cloud infrastructure), distributed
services can be deployed over a mix of cloud, edge, and personal devices connected through the global
Internet [3]. This greatly increases the attack surface, because of the specific attack vectors for each
environment. It also makes the deployment of legacy cyber-security appliances more difficult, because
they often assume full visibility over the application and its execution environment (hardware, software,
operating system, file system, network) but this is hindered by the same nature of cloud models [1].
Finally, being largely conceived as monolithic applications (at least from a functional perspective), they
should be replicated for each set of business units in a different environment, hence leading to large
inefficiency especially in case of lightweight containers (e.g., Docker) [4].

To cope with such an increasingly challenging scenario, in this paper we investigate the usage of
the extended Berkeley Packet Filter (eBPF)1 implemented in the Linux kernel for effective and efficient
monitoring of distributed resources. Even if the original BPF framework was explicitly conceived for
network packet filtering, the extended version widens the scope to more general kernel and application
hooks, including kprobes, uprobes, USDT (Userland Statically Defined Tracing), kernel tracepoints,
lttng-ust (Linux Trace Toolkit Next Generation Userspace Tracer), as well as additional network hooks
such as XDP (the eXpress Data Path) and TC (the Traffic Control subsystem). Beyond the possibility to
get notified when specific execution points are reached, the most useful feature of eBPF is the possibility
to run custom code, which in practice dynamically extends the kernel behavior. Being fully integrated and
available in all recent vanilla kernels, the eBPF represents the ideal monitoring and tracing mechanism
for cloud native services and even IoT devices [5].

The range of potential use cases which can be addressed by eBPF is virtually unlimited, however in
this paper we restrict our focus on an emerging class of threats that have been observed in many real-
world attacks yet have remained undetected for long [6]. Specifically, we showcase how eBPF can be
used to gather information useful to drive the detection of a generic class of covert channels, i.e., hidden
communication paths implemented by hiding information within network packets. Even if different types
of channels exist, we will focus on covert channels built by directly storing information within fields of
the TCP/IP protocol headers [7].

The idea of using eBPF to spot the presence of anomalies or covert communications has been origi-
nally introduced in [8, 9], covering a limited number of cases for IPv6 traffic. Later, a packet inspection
tool was engineered for this purpose [10]. In this work we extend the original approach by considering
additional protocols, namely, IPv4, TCP and UDP. Moreover, we investigate its efficiency, in terms of
resource usage, with respect to more traditional tools. Specifically, we consider alternative implementa-
tions for detecting covert channels built via: i) libpcap, which is one of the most widespread framework
for packet processing outside of the kernel, and ii) extensions to Zeek (formerly Bro), the de-facto stan-
dard network analysis platform. Our comparison includes both the complexity of the implementation
as well as a deep analysis of resource consumption, including CPU, memory and disk usage. Our work
shows that eBPF programs lead to more flexibility than existing appliances in inspecting network head-
ers, and with lower requirements on computing resources. However, since our approach takes advantages
of Python classes, it results in less efficiency than pure C implementations, as in the case of libpcap.

The rest of the paper is organized as follows. Preliminary, we discuss the background behind our
work and give an overview of related work in Sec. 2. Sec. 3 briefly describes our detection mechanism
for spotting network covert channels in protocol headers. We discuss the difficulties to create efficient
monitoring processes for covert channels with existing cyber-security appliances in Section 4, and then
we describe alternative implementations of this mechanism in Sec. 5, where we consider the set of
aforementioned technologies and tools. We provide a complexity analysis in Sec. 6, which gives a quick

1https://prototype-kernel.readthedocs.io/en/latest/bpf/index.html#introduction
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understanding of the level of expertise and difficulty for further extending the proposed tools, whereas
numerical results from the extended experimental evaluation are reported in Sec. 7. Finally, we give our
conclusion and plans for future work in Sec. 8.

2 Background and Related Work

Originally introduced as a mechanism to enable the sharing of information among processes running
within a single computing infrastructure (see for example the seminal work of Lampson [11]), nowadays
covert channels are used to support different sophisticated attack schemes. For instance, channels can be
used to allow processes or applications sealed in separate execution enclaves to leak sensitive data or to
exchange signalling to gather information on the underlying hardware [12]. Yet, a recent trend exploits
covert channels to implement cloaked communication paths within network conversations, i.e., the secret
information is hidden within packets or encoded in traffic characteristic such as the throughput or the
delay [13]. Thus, modern malware is often endowed with network covert channels to remain “under
the radar” while retrieving additional payloads, orchestrate nodes of a botnet, propagate an infection or
collect stolen data in a remote command & control facility [14].

Unfortunately, each channel is characterized by a specific information hiding or steganographic injec-
tion mechanism, thus making the mitigation of such threats hard to abstract. Indeed, building a channel
that encodes data by modulating the delay experienced between two packets requires a complete differ-
ent detection scheme compared to techniques that directly inject information in the header of a specific
protocol. Such a complexity is exacerbated by the availability of many protocols, each one characterized
by a multitude of fields, optional values and functionalities often violating standard implementations,
which eventually leads to a virtually unbounded amount of possibilities to conceal secret information
[13, 15].

The usage of traditional network security appliances for detecting such kind of threats is therefore not
straightforward. Specific requirements include both the methodology to detect anomalies and efficient
technologies for getting visibility over network traffic in a very flexible and extensible way.

2.1 Covert channels in Network Packet Headers

Manipulating the value of protocol header fields is perhaps the simpler way to create covert channels.
As a matter of fact, common protocols in both the network and transport layer (IP, TCP and UDP) have
several fields that are seldom used, or have minor effects on protocol operation. As a paradigmatic
example, an attacker could cloak information in unused header fields or develop an encoding scheme
exploiting specific connection set-up/tear-down patterns, by altering the experienced packet loss or the
distribution of bits in optional fields, as well as by creating sophisticated manipulation of ISO-OSI L7
protocols.

Table 1 lists the most popular covert channels targeting the TCP/IP stack grouped according to the
protocol [15]. The range of potential vectors is rather broad, even if we limit our investigation to few
protocols only. The size of the field and its impact on protocol operations are the main factors that
make it appealing for attackers. Especially, the more bits are available the more information could be
hidden. Similarly, changes to fields like the Flow Label in IPv6 and Reserved bits in TCP have very
limited impact on common implementation of the TCP/IP stack. On the other hand, adding/replacing the
Next Header or Payload Length in IPv6 is feasible, but requires significant manipulations of the packet
structure.

Concerning the mitigation of network covert channels used to endanger the security of a network or
to distribute malicious software, the literature does not offer a “one fits all” solution. The complexity
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Table 1: Main known covert channels for TCP/IP.
Protocol Field Size (bits)

IPv4

TOS 8
Time-To-Live 1
Identification Variable
Fragment Offset Variable

IPv6

Traffic Class 8
Flow Label 20
Hop Limit 1
Next Header –
Payload Length –

ICMP Payload –

TCP
Timestamps 1
ACK number 32
Reserved 3-4

UDP Checksum Variable

of network protocols as well as the heterogeneity of communication technologies prevent to develop a
unified formal framework, as instead happens for channels targeting the single host [16]. According to a
recent survey [17], detection of network covert channels is a “patchwork” of specific solutions leveraging
a wide set of technologies, ranging from machine learning to support vector machines [18].

Partially ignited by the widespread diffusion of artificial intelligence, a recent trend for detecting and
mitigating network covert channels is to look for anomalies in protocol operation. The idea is to inspect
and collect information from protocol headers (e.g., fixed fields, optional values, status of a connection)
in order to partially recover the lack of a a priori knowledge of the exploited carrier. Data can then be
used to detect deviations from average values [8], to prepare suitable models (e.g., Markov templates
to reveal the use of TCP connections to convey secret data [19]), to engineer “network pumps” able to
process traffic and sanitize exploitable features [13], as well as to produce datasets for feeding AI-capable
frameworks [17].

2.2 eBPF for Monitoring and Inspection

Several researchers have recently addressed the usage of eBPF for monitoring, inspection, and also
enforcing at the network layer. Deri et al. [20] extend their existing tool ntopng with events generated
by libebpfflow, a library that enriches network-layer data (e.g., source and destination IP addresses) with
system metadata (e.g., source and destination processes and system users).

More often, eBPF programs are used to filter packets in the XDP, before the (costly) allocation
of kernel data structures [21]. This is a typical approach for protecting against unwanted traffic, e.g.,
spoofed addresses or Denial-of-Service flooding attacks [22]. Independent studies have shown that XDP
can perform four times better than common packet filtering tools [23]; this can be further improved by
eBPF offloading to the hardware, using specific platforms as hXDP [24] and Netronome NICs [25]).

In the context of network tracing, Suo et al. [26] propose a framework where a master node translates
user inputs into configuration files, eBPF agents are used to monitor network packets of specific connec-
tions at given tracepoints (e.g., virtual network interfaces), and measurements are centrally collected and
analyzed. vNetTracer supports instrumenting kernel functions, return of kernel functions, kernel trace-
points and raw sockets through kprobe, kretprobe, tracepoints and network devices, hence providing a
monitoring tool that works across the boundary of single domains.
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Figure 1: Reference framework for anomaly detection.

Cassagnes et al. [27] designed a system for deploying eBPF programs and collecting their measure-
ments in containerized user-space applications. They used tools like Prometheus, Performance Co-Pilot,
and Vector, and developed specific eBPF programs and the userland counterparts for monitoring the
garbage collector, identifying HTTP traffic, and IP whitelisting. Nevertheless, they are only able to spot
local information, and a global end-to-end view on distributed applications is still missing.

The first applications of eBPF programs for the detection of covert channels came only recently
[8, 9]. It only covers IPv6 threats, but it clearly demonstrated the possibility to collect aggregate data
suitable for the detection. Unfortunately, only preliminary performance indication was given, with no
comparison with alternative technologies.

3 Detecting Covert Channels in Network Packet Headers

Given the wide range of potential covert channels (see Section 2), it is not surprising that the prevention,
detection, and neutralization of threats exploiting network covert channels lead to a perpetual arm race
between the attacker (which tries to exploit new carriers where to inject the secret data) and the defender
(which seeks to inspect as many entities as possible to spot alterations).

Even if many researchers focused on the detection of specific patterns for creating covert channels,
the most effective strategy to tackle the emergence of ever new techniques is the detection of anomalies
from common data structures. In our work, we follow the common architectural pattern for anomaly
detection, composed of a probe that takes measurements on the network traffic and a detector that spots
anomalies by comparing measures taken offline as a reference (see Fig. 1).

The definition of the specific measurements is a key factor for both accuracy, performance, and
scalability. Indeed, the plain knowledge of the values carried out by the vulnerable fields in the packet
header leads to performance and scalability issues, which come from both the field length and the number
of packets considered. Building on this consideration, we already introduced a new technique that scales
well with the number of different communication flows and network packets, and also allows to tune the
desired level of granularity [8].

Our approach is based on the estimation of the probability mass function for a given protocol field,
by counting the number of occurrences of its different values. Indeed, to achieve better scalability with
the field length, we split the whole space of possible values into B equally-spaced intervals, and keep a
common counter for all values in the interval. By tuning the number of intervals, we can provide coarser-
or finer-grained statistics to the detector.

Fig. 2 depicts our approach in a schematic way. We keep a set of B counters, one for each value
interval. We usually denote these intervals as “bins,” to avoid confusion with the “time” interval to report
measurements. A counter is incremented whenever the current value for the monitored field falls in
the corresponding bin. A snapshot of these counters represents the measurement that we periodically
report to the detector, i.e., a histogram of frequency for the values in each interval. After a reasonable
amount of packets, this measurement gives a good approximation of the probability mass function. As an
example, let us suppose to monitor the Traffic Class field of IPv6 (i.e., 28 possible values), by using
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Figure 2: Mapping field values to bins.

only B = 25 = 32 bins. In this case, each bin corresponds to an interval of 23 values (i.e., 28/25). When
a packet with a Traffic Class set to 0 is seen, the counter of the first bin is incremented; instead, a
packet bearing a Traffic Class of 18 will increase the counter of the third bin.

Since the identification of network covert channels requires to parse every network packet, we care-
fully considered scalability issues in the design of our solution. The main parameter in this respect is
the number B of intervals, which directly determines the amount of memory to allocate for the counters.
By using a smaller number of bins, we can reduce memory overhead; however, this might also smooth
excessively the probability mass function, making the detection of anomalies impossible [9]. Memory
allocation is instead independent of the number of packets, the number of flows, and (at least partially)
the field size. The scalability in terms of CPU usage must be investigated experimentally, because it is
difficult to be predicted analytically.

Apart for the mentioned benefits in terms of scalability, the proposed approach is flexible to be
used for any kind of network traffic features, also beyond protocol header fields. Therefore, it is a good
candidate to implement a generic framework for detecting a large number of different covert channels. In
the following Sections we address in details performance implication to implement this kind of network
probe with alternative technologies and tools.

4 More Efficiency for Monitoring and Inspection Processes

Traditionally, network appliances implement packet processing in hardware, because general-purpose
architectures of desktop and server computers does not fit well the workflow for receiving, inspecting,
and forwarding network packets. This approach has been largely used for cyber-security purposes as
well, and many routing and switching devices today report flow-level statistics and measurements. Al-
though this approach perfectly suits the need for flow analysis and reporting, it lacks the flexibility to
adapt to ever new protocols and semantics, especially for cloud-native applications and service-oriented
architectures [3].

A more flexible approach is required to effectively tackle the growing sophistication of attacks and
ever-changing attack patterns. One typical problem is the need to continuously update the database of
known signatures and rules, which have been the prevailing detection mechanisms for long. Besides,
when the scope is narrowed to single applications or a few hosts, the amount of network traffic is not
comparable with large infrastructures where hardware appliances are still needed. As a matter of fact,
there are many software cyber-appliances, including open-source solutions, that today are largely used
even in commercial and industrial environments, e.g., Suricata, Ossec, Snort, Zeek just to mention some
of the most known tools available for free.
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Detection of covert channels is not a standard feature of common tools available in the market, even
if they usually provide some mechanisms to extend the basic capabilities and to define monitoring tasks
tailored to different use cases.

Both Suricata and Zeek give access to a large number of protocol fields2. The Zeek scripting language
is far more powerful than Suricata rules; however, Zeek scripts are interpreted at run-time and are not
suitable for high packet rates. Moreover, according to its documentation, Zeek is not able to efficiently
inspect fields that are present in each individual packet (e.g., IP headers).

Because of performance issues, cyber-appliances often leverage packet processing acceleration
frameworks that by-pass the native kernel networking stack (which has been designed to support the
larger number of even outdated protocols), and give direct access to hardware queues and functionalities
in Network Interface Cards (NICs), e.g., PF RING, Netmap, DPDK, OpenOnLoad. For instance both
Zeek, Suricata and nProbe can use plain PF RING and its extensions, but their effectiveness in software
environments is questionable [4]. First, the main processing code is usually developed in user-space, be-
cause this is simpler for programmers and does not harm the stability of the whole kernel. Unfortunately,
this means that all the well-tested configuration, deployment and management tools developed over the
years within the built-in stack become useless, and should be re-implemented as well. Second, direct
access to hardware queues brings great advantage when the processing delay is mostly due to packet re-
ception and transmission, but forwarding operations are very simple and limited to a few table look-ups.
However, deep packet inspection requires a lot of parsing on the packet data, not to mention the need for
continuous polling the NIC, which leads to large wasting of CPU time [4].

Finally, we argue that the typical size of cyber-security appliances does not fit the agile and
lightweight nature of modern cloud-native applications. These tools are usually general-purpose and
conceived to cover a broad number of threats. This is the best approach for monolithic systems, where
all functions are grouped together on a single system, but does not fit distributed and service-oriented
architectures largely used in cloud and cyber-physical systems today [1]. As a concrete example, we can
think of Kubernetes. In this case, complex applications are decomposed in many elementary services,
each one run into a dedicated container. There is no a-priori knowledge of which node in the cluster will
host each container (unless specific constraints are given, but this is not the common option for several
management reasons), and the topology of the application may change at run-time due to management
actions (scaling, migration, resiliency). Deploying full-featured cyber-security appliances in each pod
for monitoring the main business logic container brings a large overhead: for instance, Zeek would add
307 MB to a base image of 124 MB (official Debian testing), yielding an overhead of 247%! On the
other hand, running a Zeek instance for all pods hosted on the same node may be unacceptable in case
of multi-tenancy (i.e., public cloud), not to mention the additional overhead to bind packets to their pod
and application.

5 Monitoring Technologies

Implementing monitoring processes to detect covert channels is therefore not trivial, especially when
modern computing paradigms are taken into consideration (cloud-native applications, service-oriented
architectures, IoT). We address this issue by comparing alternative tools that could be used for this
purpose. Our work takes into consideration the following technologies:

• an existing general-purpose tool, Zeek, selected because of its flexibility and extensibility by a
simple scripting language;

2See, for instance, the list of available keywords for Suricata rules: https://suricata.readthedocs.io/en/

latest/rules/index.html, and the list of protocol analyzers for Zeek: https://docs.zeek.org/en/master/

script-reference/proto-analyzers.html#zeek-dns.
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Figure 3: Zeek architecture and processing model.

• a raw implementation in the C language based on libpcap, which is the common utility used by
many tools to get packets from the kernel;

• a more innovative approach that leverages the eBPF framework, which lays the foundation for the
automatic generation of inspection code at run-time.

The main purpose of our investigation is to compare the performance of the different implemen-
tations in terms of development complexity, impact on packet transmission and resource usage, while
specifically targeting modern computing paradigms.

5.1 Zeek-stego

Zeek (formerly Bro) is a fully open-source tool optimized for interpreting network traffic and generating
logs based on that traffic. It enables collection of at least two, and in some ways three, of these data forms,
namely transaction data, extracted content, and alert data. However, it is not designed as a complete
Intrusion Detection System (IDS), hence it is not optimized for byte matching; Suricata and Snort better
fit this need. In addition, it is not either a protocol analyzer, like tcpdump, seeking to depict every element
of network traffic at the frame level, or a system for storing traffic in packet capture (PCAP) form. Zeek
is typically used to ship logs to Security and Information Event Management (SIEM) platforms, hence
playing the role of network probe in our reference architecture.

The Zeek architecture includes a capture driver (libpcap, raw socket, PF RING are the most common
options), which delivers packets to the Event engine (see Fig. 3). This is the core of the Zeek framework,
which inspects any protocol header and reduces the incoming packet stream into a series of higher-
level events. Examples of events include connection initiation/termination, DNS query/response, HTTP
request/response, etc. Semantics related to the events are derived by Zeek’s second main component, the
script interpreter, which executes a set of event handlers written in Zeek’s custom scripting language and
generates logs and notifications for some external consumer (user or SIEM).

Beyond the extensive set of logs describing network activity and built-in functionality for a range of
analysis and detection tasks, Zeek comes with a domain-specific, Turing-complete scripting language for
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Figure 4: Architecture of the bccstego framework.

expressing arbitrary analysis tasks. Indeed, even Zeek’s default analyses, including logging, are done via
scripts; no specific analysis is hard-coded into the core of the system.

Following the above model, it is rather simple to create custom scripts for the generation of the
measurements described in Sec. 3. Unfortunately, Zeek does not generate events on the reception of
individual IP packets, for performance reasons. Therefore, we patched the source code and created a
custom version that is able to report relevant fields of the IPv4/v6 headers we are interested in. Once
the event is available, we use the scripting language to catch it and create the same histogram of eBPF
programs. The source code of the patch, scripts, and even a docker file are available in github3.

5.2 Libpcap

The second approach we decided to use leverages libpcap, a C/C++ library developed for Unix-like
operating systems as a part of the TCPDump4 packet analyzer which enables traffic monitoring. The
library allows to retrieve and capture packets from a live network device in a simple and straightforward
manner.

Our implementation is composed of a single C program, in charge of opening the network device for
packet live capturing, retrieving packets, parsing them according to the parameters set by the user (e.g.,
B or the considered field) and updating the counters of the data structure described in Sec. 3.

The current version considers almost all the fields contained in Table 1 except for the timestamps
of TCP packets and the ICMP protocol. The implementation can be easily extended to consider other
protocols and fields by simply adding cascading if-conditions in the main function.

5.3 Bccstego

Bccstego is the preliminary kernel of a framework that creates eBPF programs at run-time for monitoring
and inspection purposes. The main use case is currently the detection of network covert channels. The
underlying concept is to share a common pattern for parsing packets and collecting data, while different
eBPF programs are developed for specific protocols or steganographic threats.

Fig. 5.3 shows the current architecture of the framework. Starting from a common eBPF template
(bpfprog.c) and a skeleton of the corresponding userspace control application (userprog.py) we gen-
erate a single Python executable (ipstats.py). This approach simplifies the deployment, installation,
and usage on multiple systems.

The bpfprog.c template contains all necessary instructions for parsing IPv4/6, TCP and UDP pro-
tocol headers, and includes some placeholders to read specific fields and update the frequency histogram
described in Sec. 3. The userland application replaces these placeholders with appropriate code snip-
pets, according to the protocol field requested by the user. This way, the same program can be easily

3https://github.com/mattereppe/zeek-stego.
4https://www.tcpdump.org
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extended to cover additional fields, as the need arises; in addition, the number of instructions in the eBPF
program is minimized, and this is important for performance reasons, because the eBPF code is run for
each packet.

Our implementation of the user-space application is based on the BCC framework5, which provides
a Python class for compiling the code, loading it into the kernel, and retrieving data. This facilitates the
overall management of eBPF programs, although the usage of Python increases resource usage.

The current implementation covers all vulnerable fields listed in Table 1 for IPv4/6, TCP, and UDP,
hence notably extending the original version which supported IPv6 only [10]. So far, we only miss ICMP
inspection. The code is available in github6.

6 Complexity analysis

Before considering performance, it is worth elaborating on the difficulty to extend the tools under consid-
eration. This is an important aspect for covert channels, because a holistic solution is almost impossible
to be implemented, for the many reasons outlined in Sec. 2.

Zeek is a well-known tool, and its scripting language is simpler to learn than getting acquainted
with eBPF programming. The documentation is available online, with some basic examples; further, the
system comes with a large set of pre-built functionality (the “standard library”), which can be used as
more concrete examples by the beginners. The main limitation here is that the scripting language can
only process events generated by the core platform, which is not as much well documented. This flaw
has been partially addressed by the Zeek developers. Recent Zeek versions feature Packet Analysis: one
could (re)write his own packet analyzer for IP and include the necessary code for generating an event
for each IP packet, which reports the content of the monitored fields. We leveraged this feature for our
extension, even if it is mostly conceived to parse new protocol headers rather than extending existing
ones. There is some documentation available,7 but the process is far more complex than working with
scripts. Finally, since events are eventually processed by a script interpreter, processing is likely to
become overwhelming.

The development of plain C code is the easier approach for a skilled developer; capturing packets
with libpcap is rather simple and straightforward, well documented, and full of working examples. Of
course, the developer has to create the necessary code for managing threads, polling, and whatever else
is needed to handle the asynchronous reception and processing of network packets. Even if basic C skills
are quite simple to learn, more advanced programming constructs may be discouraging for a beginner.
More important, in this case extensions may require full-understanding of the original code, which in
any case is unlikely to reach the maturity of existing tools (e.g., Zeek). Nevertheless, writing C code
is probably the most efficient alternative to find an optimal balance between performance and resource
usage.

Finally, writing eBPF programs is not easy. A good knowledge of C is required, but there are some
challenging issues:

• the relationship and interaction between userland utilities and eBPF programs must be fully un-
derstood, and this is not easy, given the poor and largely fragmented documentation available;

• eBPF programs have a small stack size available, which limits the number of functions and in-
structions; this practically limits the protocols that can be parsed with a single program;

5BPF Compiler Collection, available on line: https://github.com/iovisor/bcc. Last Accessed: July 2021.
6https://github.com/mattereppe/bccstego.
7https://docs.zeek.org/en/master/frameworks/packet-analysis.html.
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• eBPF programs are checked by a kernel verifier before being loaded. It ensures there are no loops
and the program always terminates, but, on the other hand, it still has many limitations, including
high rate of false positives, poor scalability, and lack of support for loops [28]. As a matter of fact,
the verifier does not scale to programs with a large number of paths, its algorithm is not formally
specified, and no formal argument about its correctness is given.

On the other hand, handling packets is very easy, since eBPF programs are automatically run by the
kernel on each packet reception. The usage of Python in user-space facilitates many operations, including
the dynamic creation of eBPF code, which might mitigate some of the aforementioned limitations. Even
if in our opinion eBPF programs have the steeper learning curve among the selected alternatives, we
think it is a promising approach for this kind of applications.

7 Performance evaluation

To conduct experiments, we prepared a testbed composed of three virtual machines (VMs), hosted on an
OpenStack installation. All nodes ran on the same hypervisor, 2x Intel Xeon CPU E5-2660 v4@2.00GHz
with 14 cores and hyperthreading enabled, 128 GB RAM, 64 GB SSD storage. Two VMs were used as
traffic source and destination, whereas the third was used as router in between and hosted the monitoring
tool (i.e., Zeek, libpcap filter and bccstego framework). Both the traffic source and destination were
created with 1 virtual core and 1 GB of RAM; the router had 4 virtual cores and 2 GB of RAM. All VMs
ran Debian GNU/Linux 11 with kernel 5.10.

Performance evaluation was intended to understand the impact of the alternative implementations on
network operation, since the effectiveness of the proposed monitoring mechanisms was already demon-
strated in a previous paper [8]. To this purpose, we considered both UDP and TCP streams generated
with iPerf38 while changing the following parameters:

• Packet size for UDP: 16, 1470, 8192, and 65507 bytes, to account for the minimal packet size,
and Maximum Transfer Unit (MTU) for Ethernet, Gigabit Ethernet, and the loopback interface,
respectively;

• Transmission bitrate for UDP: 10, 100 Kbit/s, 1, 10, 100 Mbit/s and 1, 10 Gbit/sec, hence taking
into account multiple rates up to the nominal bandwidth of the fastest technology available in
common installations;

• Maximum Segment Size (MSS) for TCP: 88, 536, 1460 and 9216 byte, which reflects the smallest
value accepted by the tool, the minimum value that should be used on IP links, the typical value
used for Ethernet links and jumbo frames, respectively.

The impact was evaluated in terms of both network performance and resource usage. Network per-
formance was monitored by the iPerf3 tool itself, whereas resource usage was collected by the sar9

(System Activity Report) utility for CPU (e.g., user-space, kernel-space, etc.) and pmap10 for memory
allocation. In addition to run the three monitoring implementations, we also took measurements when
no tool ran, which is taken as the baseline scenario. We limited our investigation to two different fields,
the Acknowledgment Number and the Hop Limit, in order to consider fields both in the TCP and IP
header. Since parsing operations take more CPU instructions than reading specific fields, there is no
need to replicate the experiments for every field covered by our implementation. For the two fields, we

8https://iperf.fr
9https://linux.die.net/man/1/sar
10https://linux.die.net/man/1/pmap
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Figure 5: Measured bitrate at the receiver, while varying packet size and the transmission bitrate for a
UDP flow.

took into account two different amount of bins, i.e., 212 and 28, to understand their impact in the overall
performances.

Experiments were run for 60 seconds, but measurements were taken for a slightly shorter interval, in
order to avoid any transient. The sampling time interval to report the values of the internal counters was
set to 1 second for each implementation.

7.1 Impact on packet transmission

We considered how monitoring operations affect the transmission of network packets, by measuring the
transmission rate, packet error rate and jitter. These figures were taken from logs generated by iPerf3.

Fig. 5 shows how the bitrate for UDP flows changes at the receiver while varying both the packet
size and the transmission bandwidth, in case of inspection of the Acknowledgment Number and the Hop
Limit. As expected, smaller packet size leads to lower bitrate, but there are not meaningful differences
with respect to the baseline when using the proposed monitoring mechanism, neither for inspection of
the Acknowledgment Number (Fig. 5(a)) nor of the Hop Limit (5(b)). We can also notice that in our
setup it is impossible to transmit at 10 Gbit/s, even with the largest packet size.

Fig. 6 shows the packet loss percentage at the receiver in the same conditions aforementioned. The
trends are correlated to the bitrate just seen. In fact, when the desired transmission rate cannot be reached,
we see a higher packet loss. Excluding the case of smaller packets, the packet loss percentage introduced
by the tools is limited and similar to each other.

Fig. 7 depicts the average packet jitter for a UDP flow. Also in this case, the inter-packet delay
generated by all the technologies is negligible (always under 0.2 ms) for most of practical applications.
Again, no meaningful differences can be found in the inspection of the two fields.

For TCP flows, we measured the average transmission bitrate while varying the MSS (see Fig. 8). In
general, a larger MSS results in higher bitrate, because the TCP congestion control protocol works better.
No significant differences can be seen for inspection of the different fields or the different monitoring
mechanisms.

In conclusion, the measurements required by our detection techniques do not impact packet trans-
mission. Even if eBPF programs are called as part of the forwarding operations, there is no practical
differences with respect to the tools that duplicate packets with libpcap and process them in parallel to
the kernel.
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Figure 6: Measured packet loss at the receiver, while varying packet size and the transmission bitrate for
a UDP flow.
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Figure 7: Measured packet jitter at the receiver, while varying packet size and the transmission bitrate
for a UDP flow.
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Figure 8: Measured bitrate at the receiver, while varying the MSS for a TCP flow.
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Figure 9: CPU usage measured at the intermediate node, while varying the packet size and transmission
bitrate for a UDP flow. The monitored field is the Acknowledgment Number.

7.2 CPU usage

We measured the CPU usage for the different technologies. Since Zeek and our tool based on the libpcap
library are user-space applications, the amount of CPU usage in userland is expected to behave in a
different way compared to bccstego which leverages in-kernel eBPF programs. Figs. 9 and 10 show the
CPU consumption in case the Acknowledgment Number or the Hop Limit are monitored, respectively.

As expected, both Figs. 9(a) and 10(a) show a kernel CPU usage for bccstego higher with respect to
libpcap and the baseline traffic, but still lower than Zeek, especially when higher bitrates are considered.
However, while kernel CPU usage of bccstego is rather constant with different packet sizes, the same
measurement increases for the other tools, because duplicating packets takes more time in case of larger
packets (e.g., 65 Kbytes).

Zeek also requires more CPU in the user-space (i.e., 20% in the worst case), with respect to the other
tools. Instead, bccstego performs quite well, remaining close to the baseline in almost all scenarios.

Fig. 11 depicts a breakdown of the cumulative CPU usage, when varying both the packet size and
the bitrate. For smaller packets, i.e., 16 bytes, and higher bitrate, i.e., 10−100 Mbit/s and 1−10 Gbit/s,
Zeek uses up to 25% of available CPU. Instead, bccstego makes a limited usage of CPU for almost every
case, while the libpcap tool CPU usage increases especially in case of 65-Kbyte packets. We only show
the results for monitoring the Acknowledgment Number in this case, since data for the Hop Limit leads
to similar consideration and is anyway reported in Fig. 10.

These considerations can also be extended for the case of TCP flows while varying the MSS. Figs.
12 and 13 show the kernel-space, the user-space and the cumulative CPU used by all the tools.

7.3 Memory allocation

Finally, Fig. 15 shows the amount of memory allocated by each technology. We considered a breakdown
of memory allocation for the Virtual Memory Size (VMS), Resident Set Size (RSS), Proportional Set
Size (PSS) and Anonymous (Anon). The implementation based on the libpcap library has a minor
impact on the memory used, since it only uses minimal system libraries for input/output. Zeek, instead,
needs a large memory space with a minimal allocation in the RAM. Finally, since bccstego leverages
Python features, it requires larger memory compared to libpcap implementation. This suggests that a
more lightweight implementation is possible, for example by switching to a pure C implementation that
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Figure 10: CPU usage measured at the intermediate node, while varying the packet size and transmission
bitrate for a UDP flow. The monitored field is the Hop Limit.
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(b) 1470-bytes payload
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(c) 8192-bytes payload
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Figure 11: Cumulative CPU usage measured at the intermediate node, for a UDP flow. The monitored
field is the Acknowledgment Number.
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Figure 12: CPU usage measured at the intermediate node, while varying the MSS for a TCP flow. The
monitored field is the Acknowledgment Number.
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Figure 13: CPU usage measured at the intermediate node, while varying the MSS for a TCP flow. The
monitored field is the Hop Limit.
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Figure 14: Cumulative CPU usage measured at the intermediate node, for a TCP flow.
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Figure 15: Memory allocation for the different inspection tools.

leverages libebpf instead of the BCC framework.
There are no significant differences when using 212 or 28 bins, which are the cases for the Acknowl-

edgment and Hop Limit fields, respectively. Again, this confirms that the overall monitoring approach is
really lightweight and scalable, because most of the memory consumption is due to the implementation
and libraries used.

8 Conclusion and future work

In this paper we analyzed different implementations for a lightweight packet inspection mechanism that
aims at detecting network cover channels. Specifically, we showcased how it is possible to collect net-
work information in an efficient counter-based data structure.

Among the technologies used to implement this mechanism, the results for the eBPF-approach in-
dicate a negligible impact on packet transmission, and this is a very good result, since flow monitoring
applications usually do not scale well with the transmission rate. Of course, additional evaluation is
necessary in case of physical systems and higher bitrates, which currently do not fall under the scope of
our work.

In terms of resource usage, eBPF programs demonstrate to be a very powerful, extensible and scal-
able solution for packet inspection. However, the implementation of the userland utility in Python largely
increases memory requirements, and suggests to switch to pure C code for memory-constrained systems
(this may be the case for containers and IoT devices).

Our future work will address the need for automatic code generation, in order to provide more flexi-
bility in the type and number of fields to be monitored. We also plan to improve the detection mechanism
beyond plain rule-based comparison with a given threshold, for instance by leveraging machine learning
or another form of artificial intelligence.
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