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Abstract—In the past years, research on the embodiment
of interactive social agents has been focused on comparisons
between robots and virtually-displayed agents. Our work con-
tributes to this line of research by providing a comparison
between social robots and disembodied agents exploring the
role of embodiment within group interactions. We conducted a
user study where participants formed a team with two agents
to play a Collective Risk Dilemma (CRD). Besides having two
levels of embodiment as between-subjects —physically-embodied
and disembodied—, we also manipulated the agents’ degree of
cooperation as a within-subjects variable —one of the agents
used a prosocial strategy and the other used selfish strategy.
Our results show that while trust levels were similar between
the two conditions of embodiment, participants identified more
with the team of embodied agents. Surprisingly, when the agents
were disembodied, the prosocial agent was rated more positively
and the selfish agent was rated more negatively, compared to
when they were embodied. The obtained results support that
embodied interactions might improve how humans relate with
agents in team settings. However, if the social aspects can
positively mask selfish behaviours, as our results suggest, a dark
side of embodiment may emerge.

I. INTRODUCTION

Over the past two decades, researchers have tried to un-
derstand how the embodiment of interactive social agents
affects the way humans perceive them, and the impact it
has on the interaction itself. In particular, the efforts in
the field of Human-Robot Interaction have been focused on
comparisons between robots and virtual or virtually-displayed
versions of themselves. Generally, most findings support that
robots can positively impact the interaction when compared
to their virtual counterparts [26, 10]. Naturally, one can argue
that robots have interaction affordances that are harder or
even impossible for virtual agents to have, e.g. touch or
manipulation of physical objects. Equally important is the fact
that the actual recognition of some non-verbal cues on virtual
agents is harder for humans [31]. Therefore, the interaction
people have with robots, as opposed to virtual characters, is
closer to the one they have with humans in subtle aspects,
such as attribution of personal space [3], self-disclosure [18],
empathy felt [5, 22, 40], or even brain activity [16].

Nevertheless, there are also works reporting no significant
differences between the results obtained with robots and their
virtual versions [5, 24, 39, 14], which support and reinforce the
need for further research on this topic. Indeed, there are several
particularities about the embodiment of a robot that still puzzle
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Fig. 1: Manipulation of the embodiment

researchers. Are they a matter of being physically-embodied
in the real world as opposed to being virtually-embodied? Are
they a matter of the physical presence and proximity to the
user? Or are they related to the degree of social presence,
agency or realism of the agent?

The actual definition of embodiment is also not clear yet
and, in particular, to what extent an artificial agent can
be considered embodied. For instance, we are witnessing a
widespread use of intelligent disembodied voice assistants in
our daily lives (e.g., Cortana, Google’s assistant, Siri), and
some would argue about their intelligence [34], as well as
their lack of embodiment [9]. Can we consider that voice
itself is an anthropomorphic feature and that it is enough for
humans to create an embodied mental model of an agent?
Even when voice is not present, the actions of an autonomous
agent may be enough to attribute agency and some degree
of anthropomorphism. We posit that the study of embodiment
lacks (to the best of our knowledge) proper comparisons with
disembodied or quasi-disembodied agents. Such comparisons
are particularly relevant when these extremes, i.e. embodied
and disembodied agents, can both objectively execute certain
tasks. In those situations, the degree of embodiment may be
a mere facilitator of the social interaction, and may, in turn,
affect the execution of that task. This paper contributes to this
scope of literature by comparing how people perceive these
two extreme levels of embodiment: physically-embodied (and
co-present) agents and disembodied agents (Figure 1).

Furthermore, interactive agents will enter our lives in several
contexts, such as the workspace, and their roles will require
collaborative capabilities and, in most of those situations, they
will even act as teammates. Within this vision, the appearance



of these cooperative machines was also postulated as one
of the many open challenges [38]. Our paper addresses this
question by exploring the impact of embodied affordances
of socially interactive teammates in a cooperative task. If
previous findings support the general idea that people comply
more with social and moral norms around robots (compared to
virtual agents), we also expected that people would cooperate,
trust and identify more with a team of robots (compared to
a team of virtual agents). Consequently, we also analysed
how people perceive an artificial teammate that does not
comply with collective norms and how the perception of such
teammate is affected by its embodied affordances.

We conduct a user study using a mixed-design, where we
manipulate the embodiment (between-subjects) and the degree
of cooperation employed by each agent (within-subjects). As
a result, each participant engages in a team setting with two
autonomous agents that display opposite strategies to play a
Collective Risk Dilemma1: one is prosocial (high degree of
cooperation) and the other is selfish (low degree of coopera-
tion). Generally, we hypothesised that the embodied condition
increases the degree of cooperation of the participants and
would improve their subjective evaluation of the team. More-
over, we also expected that, in the embodied condition, the
perception of the prosocial agent would be more positive and
the perception of the selfish agent would be more negative,
compared to the disembodied condition.

Our results suggest that the evaluation of the team was,
to some extent, positively influenced by the embodiment.
Surprisingly, the perception of the agents showed opposite
results to what we have hypothesised. Finally, the degree of
cooperation by the participants was similar between the two
embodiment conditions. Based on the obtained results we drew
considerations for the design of social behaviour of embodied
agents, as well as for group interactions or team settings
between humans and agents.

II. EMBODIMENT

There is no consensual definition of embodiment, especially
when artificial agents come into play. For instance, Ziemke
identified six notions of embodiment [45]. Although most
of these notions try to discern whether a living body is
required, there is a particular one that Ziemke identified as
an orthogonal perspective – the social embodiment. It was
initially proposed by Barsalou et al. and is focused on the
interplay of embodiment and the social interaction [4]. The
social embodiment requires an instantiation that mirrors “the
state of the body” and has a central role during the interaction.
However, such instantiation does not have to necessarily occur
in the real world, as the notions of physical-, organismoid- or
organismic embodiment do, and therefore considers as well
virtually-embodied agents.

This paper adopts the aforementioned social embodiment
notion and identifies as “disembodied” any agent that is not
instantiated in a body, i.e. without any virtual or physical

1A variant of Public Goods Games, commonly used by game theorists.

shape. Consequently, it identifies any robot or virtual agent
as embodied (physically- or virtually-embodied, respectively),
as long as they possess some external and visible shape or
representation for the user. Nevertheless, we would like to em-
phasise the close relation between social embodiment and the
structural coupling defined by Quick et al. [35], in which an
agent is considered embodied as long as mutual perturbations
between it and its environment are possible. Later, on top of
this notion, Dautenhahn et al. have proposed that the degree
of embodiment can be measured by quantifying those mutual
perturbations between the agent and the environment [9].
Interestingly, this notion does not require the agent to possess
a body and the authors have actually raised the question “(...)
what, if anything, is special about material embodiment?”. In
that perspective, our definitions of embodied and disembodied
agents could also be mapped into a higher and lower degree of
embodiment, respectively. Due to clarity and practical reasons,
we will keep the notion of social embodiment.

III. RELATED WORK

Two recent surveys related to the impact of embodiment
on Human-Computer Interaction reported that the majority of
the experimental studies generally claim co-present robots are
rated more positively and provide more satisfactory interac-
tions than virtually embodied agents [26, 10]. Nonetheless,
some contradictory findings pointed out relevant variables and
important considerations for the understanding of how the
embodiment affects the dynamics and perceptions of people.

On the one hand, some works found evidence that a robot,
when compared to a virtual or virtually displayed agent, was
perceived as more enjoyable, watchful, helpful [44, 11, 18],
socially present [11, 20], preferable [18, 28, 39], or generally
evaluated it with higher scores [18, 21, 11]. Similarly, interact-
ing with a robot can also improve the performance on the task
[21, 25, 12], or provide higher levels of enjoyment [17, 33, 21]
and engagement [17, 18, 19]. On the other hand, others found
non-significant differences between a robot and a virtual agent
on its trustworthiness [3, 39], perceived intelligence [14, 20],
social presence [14, 27, 42], or even its general evaluation
of the social attributes [39, 27]. Furthermore, there is also
evidence that interacting with either a robot or a virtual
agent can lead to similar levels of enjoyment and engagement
[5, 17, 18], as well as similar performance on the task [28, 14].

One of the first investigations that brought divergent results
was a set of two user studies conducted by Jung & Lee [24].
In the first experiment, participants were assigned to interact
with either the AIBO robot or a virtual version of it. During
the interaction, this pet-shaped agent performed singing and
dancing and then entered a reactive mode that responded to
touch inputs —in the robot condition— or to mouse clicks —
in the virtual condition. The results of this first experiment
showed participants in the robot condition attributed more
social presence to it and rated the interaction more positively.
Interestingly, the second experiment replicated the previous
one except that the reactive capabilities in both conditions
were disabled. The results of this second experiment showed



opposite results with the virtual agent being the most socially
present and the interaction with it being rated more positively.
Therefore, the authors underlined the importance of tactile
communication in physically embodied agents, i.e. robots.

Similarly, Kidd & Breazeal pioneered an experimental com-
parison between a co-present and a tele-present robot [17].
They found non-significant differences in the engagement of
participants in these two conditions, while previously finding
that a robot was more engaging than an animated character
in a similar experiment. The authors further attributed these
results to “the fact that the robot is a real, physical thing, as
opposed to the fictional animated character in the screen”.

Later, Li performed a meta-analysis by surveying 33 exper-
imental works on this topic and highlighted that comparisons
between a co-located robot and a virtually embodied agent
were mixing two variables —physical presence and embodi-
ment [26]. He suggested a clear distinction between examining
physical presence (i.e., by comparing co-present and tele-
present robots) and embodiment (i.e., by comparing digitally-
displayed robots and virtual counterparts). Interestingly, the
two previously mentioned arguments by Jung & Lee and Kidd
& Breazeal can be mapped into Li’s critique. The first one
emphasised the aspect of physicality that can only be fully
exploited in a co-present robot, while the latter suggested the
embodiment itself may induce different degrees of realism that
do not occur when comparing between the interaction with a
robot and with a video-feed of it.

Social presence is another important aspect when analysing
the impact of the embodiment. Although we have previously
mentioned investigations that reported different levels of social
presence for different levels of embodiment, other works
could not find differences on social presence nor on their
main behavioural or perception measures when comparing
a robot and virtual version of it [14, 27, 42]. Hoffmann &
Krämer have further postulated that the similar levels of social
presence in both conditions might explain the absence of
additional differences [14], which in turn supports the notion
of embodiment by Dautenhahn et al. [9].

Another consideration highlighted in the work of Hoffmann
& Krämer is the interplay of embodiment with the scenario.
Their experiment manipulated not only the embodiment, but
also the scenario by having a persuasive-conversational sce-
nario and a task-oriented scenario where participants had to
manipulate objects in the real-world [14]. The authors reported
an interesting interaction effect between the two independent
variables on the perceived competence of the agent. The
co-present robot was perceived as the most competent in
the task-oriented scenario, while the virtual agent was the
most competent in the conversational scenario. Remarkably,
if we revisit the reported findings regarding the obtained
performances of people, the same pattern seems to appear. In
tasks that require manipulations in the real world, most results
suggest co-present robots outperform their virtual counterparts
[44, 21, 14, 12]. In conversational or role-playing tasks, most
findings point to no differences between a robot and a virtual
agent [18, 39, 14, 27]. One might consider an exception to be

the case of learning tasks where the interaction is mediated
by touch-screens or displays, in which more investigation is
needed to evaluate a trend. On the one hand, Kennedy et al.
found no significant differences between a robotic tutor and a
virtually embodied one [15]. On the other hand, Leyzberg et
al. found that a robotic tutor outperformed the virtual and the
speech-only versions [25], and the authors attributed this result
to a higher perceived authority due to its physical presence.

Finally, we would like to emphasise a recent work by
Kontogiorgos et al., which is closer to our investigation due to
their smart speaker condition with an embodied conversational
agent with speech-only behaviours [20]. Their experimental
study compared three levels of embodiment: a humanoid robot
with verbal and non-verbal behaviour; the same humanoid
robot only with verbal behaviour; and the smart speaker, a de-
vice without anthropomorphic design features (i.e., Alexa) that
only had verbal behaviours. Results suggested the expression
of non-verbal behaviours was able to increase conversational
turns and attentional allocation at the cost of task performance.
Additionally, the robot without non-verbal behaviours was
rated with higher levels of social presence than the smart
speaker, suggesting the anthropomorphic design features of the
embodiment may mediate the social presence. Although the
perceived intelligence was similar across the three conditions,
it seems that in a task where people are required to manipulate
physical objects, situation awareness may be conveyed by both
non-verbal behaviour and anthropomorphic design features.

Overall, from the revised literature, we notice a lack of user
studies within group interactions or multi-party collaborations.
Furthermore, most embodiment manipulations did not consider
minimalist embodiments or even totally disembodied agents.
The novelty of our paper is to address these two aspects, by
exploring the differences between teaming up with robots and
with disembodied agents.

IV. EXPERIMENTAL SETUP

This user study aims at exploring the effects of embodiment
on human perceptions of robotic teammates, as well as their
degree of cooperation with the team of robots. In our experi-
ment, participants were asked to team up with two autonomous
agents and play a collaborative game. We manipulated, in a
mixed-design, the embodiment of those agents (disembodied
vs. robot), the outcome of the game (team wins vs. team loses),
and the strategy of each agent (selfish vs. prosocial).

The agents are fully autonomous and interact in a social
manner during the game. Those interactions were developed
with the SERA toolkit [36] and are reactive to events from
the game engine. The verbal and non-verbal utterances were
previously scripted but they are chosen by an emotional deci-
sion making framework [29]. The code of the game and the
scripted social behaviours of the agents are openly available2.

A. Task

The main task was to play a collaborative game, called
For The Record, which is extensively described in [37]. The

2https://github.com/SamGomes/for-the-record

https://github.com/SamGomes/for-the-record


game frames a Collective Risk Dilemma and uses a musical
metaphor making it more entertaining and pleasing. Players
form a “a band of musicians” and their goal is to record
as many successful albums together. During the game, each
player has two individual skills: instrument and marketing. The
instrument is used to help the team create a good album, while
marketing is used to collect individual revenue in the game.
In the end, players are ranked according to their individual
profit, but only if the team won the game (reached the
threshold), otherwise all players lose their accumulated profits.
The skills of instrument and marketing are used to throw dice
and, consequently, to determine the contribution to the album
(collective goal) and receive individual profit (individual goal),
respectively. In each phase of the game, each player can throw
as many dice as their level on that particular skill. The mixed-
motive decision occurs when each player has to decide which
skill they want to upgrade, which happens once per round. By
upgrading the instrument, a player increases the likelihood of
team’s success. By upgrading the marketing, on the other hand,
a player increases the likelihood of his individual success.

Another important aspect of this game is the uncertainty fac-
tor due to the outcomes being determined by digital dice rolls.
Players may increase their probability to succeed collectively
or individually (by cooperating or defecting, respectively), but
the outcome of their actions is ultimately controlled by an
uncertain event. For the purpose of our experimental study,
the outcomes of the dice were secretly manipulated to ensure
a particular team outcome, given the experimental condition
assigned to the participant.

B. Independent Variables

1) Embodiment (between-subjects): The embodiment was
manipulated in two levels. Participants would either play with
two physically-embodied and co-present robots (Figure 1a) or
with two disembodied agents (Figure 1b). The agents were
fully autonomous in both conditions. In terms of behaviour,
the robots in the embodied condition performed verbal and
non-verbal behaviour (gaze, posture, animated expression of
emotions). The disembodied agents only had verbal behaviour
in the form of silent speech bubbles and used the exact same
speech acts as the robots in the embodied condition. The
speech bubbles of each agent would always be displayed in
distinct positions to distinguish which one is speaking.

2) Agents’ Playing Strategy (within-subjects): The two
agents played the game with distinct strategies: the prosocial
agent chooses to upgrade the instrument skill in each new
round (cooperation); the selfish agent chooses to upgrade
the marketing skill in each new round (defection). As each
participant was exposed to the two strategies, this was a
within-subjects variable. The agents were distinguished by
their names in the game interface and, accordingly, in the ques-
tionnaires (Emys - selfish strategy; Glin - prosocial strategy).

3) Outcome (between-subjects): The manipulation of the
outcome had two levels in a between-subjects design: each par-
ticipant would either win or lose the game. This was achieved
by secretly manipulating the value obtained in the (digital)

dice throws during the game. The rationale for this control is
based on previous findings suggesting that the outcome of a
collaborative task significantly affects the perception of robotic
teammates [8]. Note that by scripting the outcomes of the both
dice, the instrument and the marketing, we can control both
if the team wins or loses the game, as well as the ranks of
each player, respectively. The selfish agent was always at the
first place and the prosocial agent at last. The participant’s
punctuation could be closer to one of the two agents, according
to strategies employed by the participant, but would always
end up at second place in the game.

C. Hypotheses

Our hypotheses are based on the premise that the interaction
people have with robots is closer to the one they have with
humans when compared with virtual or virtually-displayed
agents. Overall, it seems that either the social presence or the
physical presence of a robot leads people to attribute more
agency, authority and realism to it, as well as they seem
to comply more with social and moral norms around robots
[3, 5, 18]. Consequently, we expect people to tolerate less the
artificial teammate that is more selfish (and to praise more the
prosocial teammate) when it is embodied compared to when
it is disembodied. The following hypotheses are aligned with
these results, in the sense that they assume that the presence
of embodiment improves the perception of the team, the social
attributes of the agents, and the degree of cooperation of the
participants.

H1 Participants will perceive the team more positively in the
embodied condition compared to the disembodied condition.

H2a Regardless of the embodiment, the perception of the
prosocial agent will be more positive than the selfish agent.

H2b The perception of the prosocial agent will be more
positive when it is embodied than when it is disembodied.

H2c The perception of the selfish agent will be more
negative when it is embodied than when it is disembodied.

H3 Participants will be more prosocial in the embodied
condition compared to the disembodied condition.

D. Dependent Measures

We assessed participants’ subjective evaluation of each
agent in terms of their social attributes: warmth, competence
and discomfort from RoSAS [7]. They were also asked to
select only one agent for hypothetical future games, between
the prosocial and the selfish one. Participants evaluated the
quality and satisfaction with the team at a group level by
reporting their subjective trust [1] and identification towards
the team [23]. Finally, we analysed the objective cooperation
rate of the participants by counting how many times they chose
to cooperate, out of 4 decisions.

E. Procedure

The procedure of the experiment consisted of: (A) a briefing
about the experiment, game rules and a demonstration of
how to play the game; (B) a session of 5 rounds of the
collective dilemma with two autonomous agents on the team;
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(c) Interaction effect between embodiment and the
agents’ strategy on the perception of competence
(p = 0.001).

Fig. 2

(C) a final self-assessment questionnaire; and (D) a debriefing.
However, the embodied condition was collected in the lab,
while the disembodied was run on an online platform. The
main difference on the procedures was in the initial briefing
(A): for the embodied condition, a researcher explained the
game rules in a verbal manner; and for the disembodied
condition, it was an online tutorial that participants had to read.
Participants in the embodied condition took approximately 30
minutes to complete the experiment while in the disembodied
condition they took approximately 40 minutes. Also, the par-
ticipation reward, given at the debriefing phase (D), was a fixed
amount of 5$ for participants in the disembodied condition
and a cinema ticket of a similar price for participants in the
embodied condition, regardless of their individual outcomes
in the game.

F. Sample

In the embodied condition, 70 participants were recruited
in person at the facilities of an energy company. For the
disembodied condition, a total of 89 participants were recruited
on MTurk. However, after validating the attention checks, out
of those 89, only 41 valid participants remained. As such,
out of the initial sample of 159, the statistical analysis was
executed on a data set of 111 participants. Regarding the
independent variable of the outcome, we collected 57 that
won the game (35 in the embodied condition and 22 in the
disembodied condition) and 54 that lost the game (35 in the
embodied condition and 19 in the disembodied condition).
Overall, in terms of gender, there were 47 females, 63 males
and 1 participant chose “other”. The ages ranged from 22 to
63 (M = 36.060, SD = 10.816).

As our two embodiment conditions were collected sepa-
rately i.e., one in the lab and the other on MTurk, we checked
for differences in the distributions of demographic variables.
Both the age and gender of participants was similar across
the four experimental groups, revealing identical demographics
in our conditions. Furthermore, several experimental studies
analysed the validity of comparing MTurk with laboratory
subjects [43, 30, 6], even for economic games [2], showing
comparable results in these two samples. Overall, given this

body of evidence we are convinced that it is quite unlikely
that different results would be obtained if we opted for not
using MTurk for the disembodied condition.

V. RESULTS

A. Group measures

1) Group Identification: The reliability of the group identi-
fication scale was α = 0.813, which indicates a good internal
consistency. Through a two-way ANOVA, we observed that
embodiment had a significant medium-sized main effect on
the participants’ group identification perception (F (1, 106) =
15.589, p < 0.001, r = 0.358). Participants perceived higher
group identification when collaborating with the embodied
agents (MEmbodied = 3.866, SD = 1.320;MDisembodied =
2.932, SD = 1.482) revealing that group identification was
positively influenced by the presence of embodiment (Fig-
ure 2a). Game result also had a significant medium-sized
main effect on the participants’ group identification perception
(F (1, 106) = 24.913, p < 0.001, r = 0.436). Participants
perceived higher group identification when winning the game
(MV ictory = 4.056, SD = 1.367;MLoss = 2.956, SD =
1.321). No significant interaction effect was perceived be-
tween embodiment and game result (F (1, 106) = 3.769, p =
0.055, r = 0.184).

2) Group Trust: The reliability of the group trust scale was
α = 0.945, which indicates an excellent internal consistency.
A two-way ANOVA showed no significant main effect of
the embodiment (F (1, 106) = 0.423, p = 0.517, r = 0.063,
Figure 2a), nor of the game result (F (1, 106) = 3.201, p =
0.076, r = 0.170). Moreover, no significant interaction effect
was found between embodiment and game result (F (1, 106) =
0.733, p = 0.394, r = 0.084).

B. Perception of the agents

1) Warmth: The internal consistency for the warmth di-
mension was close to acceptable α = 0.693. No main effects
were observed for embodiment (F (1, 106) = 2.574, p =
0.112, r = 0.155) nor game result (F (1, 106) = 1.422, p =
0.236, r = 0.114). However, a large-size main effect of the
agents’ strategy could be observed (F (1, 106) = 75.661, p <



0.001, r = 0.645). The warmth attributed to the prosocial
was significantly ranked higher than the warmth attributed to
the selfish over all conditions (Mprosocial = 4.364, SD =
1.152;MSelfish = 3.201, SD = 0.941).

A two-way interaction effect (see Figure 2b) between strat-
egy and embodiment was also found (F (1, 106) = 4.566, p =
0.035, r = 0.202). This indicates that the warmth values of the
two strategies, prosocial and selfish, were affected differently
by the embodiment. We performed a contrast analysis between
different levels of embodiment for each agent, the prosocial
and the selfish, using Mann-Whitney U tests. For the selfish
agent, no significant difference was found on its warmth when
it was embodied (U = 1407, Z = −0.171, p = 0.864, r =
0.016;MSelfish−E = 3.218, SD = 0.833) and disembodied
(MSelfish−D = 3.171, SD = 1.110). However, the attribution
of warmth to the prosocial agent was significantly different
when it was embodied (U = 1089, Z = −2.015, p =
0.044, r = 0.192;Mprosocial−E = 4.162, SD = 1.115) and
disembodied (Mprosocial−D = 4.703, SD = 1.147). It reveals
the warmth of the prosocial agent increased when that agent
was disembodied, increasing as well the discrepancy with the
warmth attributed to the selfish agent.

No significant two-way interaction effect was observed
between strategy and the game result (F (1, 106) = 1.243, p =
0.267, r = 0.110) and no three-way interaction effect was
observed between strategy, embodiment and game result
(F (1, 106) = 1.964, p = 0.164, r = 0.134).

2) Competence: The competence dimension had a good
internal consistency (α = 0.809). A small-sized main effect
was observed for embodiment (F (1, 106) = 9.376, p =
0.003, r = 0.285) indicating that the disembodied agents’
competence was significantly ranked higher than the em-
bodied agents’ competence (MDisembodied = 4.827, SD =
1.231;MEmbodied = 4.342, SD = 1.093). A small-size
main effect was also observed for game result (F (1, 106) =
4.405, p = 0.038, r = 0.200), indicating that participants
who won the game significantly ranked the competence of the
agents higher than participants who lost the game (MV ictory =
4.672, SD = 1.320;MLoss = 4.367, SD = 1.144). Addition-
ally, a large-sized main effect of strategy could be observed
(F (1, 106) = 145.730, p < 0.001, r = 0.761) indicating that
the competence attributed to the prosocial was significantly
higher than the competence attributed to the selfish over all
conditions (Mprosocial = 5.344, SD = 1.318;MSelfish =
3.701, SD = 1.208).

A large-size two-way interaction effect was also ob-
served (see Figure 2c) between strategy and embodiment
(F (1, 106) = 41.909, p = 0.001, r = 0.532), reveal-
ing that the competence attributed to embodied and dis-
embodied agents was affected differently by their strate-
gies. More precisely, the competence attributed to the self-
ish agent was significantly lower when it was disem-
bodied (U = 1049, Z = −2.373, p = 0.018, r =
0.225;MSelfish−D = 3.378, SD = 1.357) than when it was
embodied (MSelfish−E = 3.894, SD = 1.075). However,
the attribution of competence to a prosocial agent signifi-
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Fig. 3: Association between the embodiment and the number
of participants that preferred each agent (p = 0.005).

cantly increased when it was disembodied (U = 449.5, Z =
−5.974, p < 0.001, r = 0.570;Mprosocial−D = 6.276, SD =
1.104) compared to when it was embodied (Mprosocial−E =
4.790, SD = 1.111).

A medium-sized two-way interaction effect between strat-
egy and game result was also found (F (1, 106) = 11.633, p =
0.001, r = 0.315). This indicates that the competence values
of the two strategies, prosocial and selfish, were affected dif-
ferently by the game result. When participants won the game,
the competence attributed to the prosocial was significantly
higher than to the selfish (Z = −4.065, p < 0.001, r = 0.539).
However, that difference was even more noticeable when they
lost the game (Z = −5.999, p < 0.001, r = 0.816).

Finally, no significant three-way interaction effect was
observed between strategy, embodiment and game result
(F (1, 106) = 1.298, p = 0.257, r = 0.110).

3) Discomfort: The items of the discomfort dimension had
a good internal consistency (α = 0.817). No main effects were
observed for embodiment (F (1, 106) = 0.004, p = 0.949, r <
0.032) nor game result (F (1, 106) = 2.697, p = 0.104, r =
0.158). Nevertheless, a small-size main effect of strategy
was found (F (1, 106) = 59.160, p < 0.001, r = 0.598),
indicating that the discomfort attributed to the prosocial was
lower than the discomfort attributed to the selfish (MSelfish =
2.946, SD = 1.364;Mprosocial = 1.846, SD = 1.042).

Additionally, we neither observed a significant two-
way interaction effects between strategy and embodiment
(F (1, 106) = 0.555, p = 0.458, r = 0.071), nor between
strategy and game result (F (1, 106) = 2.008, p = 0.159, r =
0.138), nor a significant three-way interaction effect be-
tween strategy, embodiment and game result (F (1, 106) =
0.007, p = 0.933, r < 0.032).

4) Partner Selection: Using a Fisher’s Exact test, we found
a significant association between the level of embodiment and
the number of times participants selected each agent for future
games (Figure 3, χ2(1) = 7.558, p = 0.005). In the embodied
condition, 78.6% of participants (55 out of 70) selected the
prosocial robot for future games, while in the disembodied
condition, that preference was even more salient with 97.6%
of participants (40 out of 41) choosing the prosocial agent.



C. Cooperation Rate

Finally, through a Mann-Whitney U Test, we analyzed the
actions performed by the participants when playing the game
alongside embodied and disembodied agents. No significant
differences were observed (Z = −0.565, p = 0.572, r =
0.055), meaning that the amount of times players decided to
cooperate did not significantly varied when playing alongside
embodied (M = 2.400, SD = 0.875) or disembodied agents
(M = 2.439, SD = 0.950). Overall, the average cooperation
rate was 2 times out of 4.

VI. DISCUSSION

In H1, we have hypothesised that participants would per-
ceive the team more positively in the embodied condition. The
results of our study only partially validate this hypothesis,
since a significant difference in the predicted direction was
only found for group identification, but not for group trust.
It seems the degree of identification towards the team can
be positively affected by the embodied presence of the robots
and the richer social interaction they might provide. The group
trust, on the other hand, seems to have been less affected by
our manipulation of embodiment.

Due to the close relation between these two measures, which
are usually correlated, it was surprising that their results were
not aligned. However, the subjective nature of these group
perceptions can reflect both the execution of the task or a
certain degree of satisfaction with the social interaction of
the team. Therefore, our findings suggest group identification
might be more associated with the social interaction, while
group trust might reflect more the actions performed for the
task. We speculate that in our collaborative game, due to
the uncertainty factor, participants have evaluated the task
execution by considering the strategies of all members. For
instance, the fact that the team had an unconditional defector
in both conditions could have damaged participants’ trust.

Furthermore, considering the results we obtained in these
group measures, we would like to highlight their importance as
an additional consideration for future research on human-robot
group interactions. Due to the known relation between trust
and the performance of a robot [13], it would be interesting
to also analyse the relation between group trust and the
perception of competence of the team as a unified entity. In our
user study, this group measure can be hard to infer only from
the individual perceptions of competence of each agent. Not
only because we have not assessed participants’ perceptions
of self competence, but also because this group perception
might not necessarily follow a linear structure. In the future,
we would like to further explore this idea by considering more
group measures.

We predicted in H2a that regardless of the embodiment, the
perception of the prosocial agent will be more positive than
the perception of the selfish agent. We found support for this
hypothesis as the prosocial agent was indeed rated with higher
levels of both warmth and competence, and lower levels of
discomfort when compared to the selfish agent.

In H2b, we have hypothesised that the perception of the
prosocial agent will be more positive in the embodied condi-
tion. Our results do not support this hypothesis and we actually
verified the opposite situation. The prosocial agent was rated
with higher levels of both warmth and competence when it
was disembodied than when it was embodied.

A similar situation occurred with H2c, in which we hy-
pothesised that the perception of the selfish agent will be
more negative in the embodied condition. The attribution of
competence revealed an opposite result to what we have
predicted, with the embodied selfish agent being rated as more
competent than the disembodied selfish agent. Regarding the
other social attributes, warmth and discomfort no significant
differences were found.

Our hypotheses regarding the perceptions of the agents, both
H2b and H2c, were based on the assumption that the social
behaviour of the embodied robots would increase the expecta-
tions for them to have an adequate behaviour regarding social
and moral norms. This assumption is supported by the actual
behaviour people display around physically-embodied agents
compared to virtually-embodied agents [3, 18]. As a result, we
expected that the higher degree of embodiment would actually
highlight the strategies of the agents, by improving the percep-
tion of a prosocial strategy and by worsening the perception of
a selfish strategy. On the contrary, our results suggest that the
robotic embodiment reduced, rather than increased, the gap
between the perceptions of the two strategies. It seems that
the lack of an embodiment made participants more focused
on the agents’ strategies and, conversely, in the embodied
condition participants did not pay as much attention to the
strategies due to other factors being considered. In fact, the
social behaviours of the embodied agents were designed in a
neutral tone so that their only difference was the strategy to
play the game. However, it might be the case that participants
felt that there was a disconnect between their strategy and
the way they utilized its embodiment to convey that strategy.
Another possible interpretation is that the embodiment made
the actual social interaction more salient over the task-related
aspects, as if a new dimension in their evaluation came into
play. Again, as the robotic agents, both the prosocial and the
selfish, employed similar non-verbal behaviours, it might have
in turn decreased the difference between the perceptions of
their social attributes.

In H3, we have predicted that participants will be more
prosocial in the embodied condition. We expected that either
the higher degree of embodiment would inhibit participants’
selfishness, or the lower degree of embodiment would promote
it. However, our results did not support this hypothesis.

On the one hand, we believe that there might be a rela-
tionship between this result and the one obtained for group
trust. In other words, the fact that participants equally trusted
their teams in both embodiment conditions, might justify the
absence of significant differences in the cooperation rate.
Again, the presence of an unconditional defector on the team,
the selfish agent, might have played a significant role in the
strategy of the participants. On the other hand, we would like



to point out that our experimental scenario contained only four
decision points, which might be insufficient to notice signifi-
cant differences. Future investigations using similar collective
dilemmas should contain more rounds to clarify this issue.

Finally, regarding the independent variable of the outcome,
its main effect on group identification and competence, as well
as the interaction effect with the agents’ strategy are both inline
with previous findings.

VII. CONCLUSION

This paper explores the role of embodiment in collective
dilemmas with artificial agents. In this type of task, opting for
cooperation usually incurs some cost or loss for oneself and,
therefore, defection might seem more enticing. Within a wider
research vision of creating agents that enhance human coop-
eration [32], this paper is focused on the effect that the em-
bodiment of those agents can have. In particular, we compared
robots that use several embodied modalities (i.e., gaze, posture,
animations) with disembodied agents that socially interact only
with textual comments. Such comparison is not only novel,
but also relevant considering the widespread use of intelligent
disembodied voice assistants (e.g., Cortana, Google’s assistant,
Siri). What is the impact of adding embodied affordances to
interactive social agents in cooperative tasks?

To analyse this question, we conducted an empirical study
where participants were asked to form a team with two
autonomous agents. One of the agents embraced a prosocial
strategy (i.e., by always choosing to cooperate), while the other
adopted a selfish strategy (i.e., by always opting to defect).
We also manipulated the level of embodiment in two extreme
levels: a robot and a disembodied agent. We analysed how
participants (1) evaluated the team, (2) perceived each agent,
and (3) their degree of cooperation towards the team.

Firstly, regarding group measures, participants identified
themselves more with the team of embodied agents than
with the team of disembodied agents. However, no significant
difference was found on the trust towards the team between
the two embodiment conditions. Secondly, in terms of the
agents’ perceptions, the main effect of the strategy in the three
social attributes revealed that participants clearly distinguished
between the most and the least collaborative strategies, by pos-
itively rating the prosocial agent and by negatively rating the
selfish one. Nevertheless, when comparing the social attributes
across different levels of embodiment, the results suggest that
the strategies of the embodied agents were partially masked
by their social behaviours. Thirdly and finally, our results
did not show a significant difference from our embodiment
manipulation on participants’ degree of cooperation).

The following considerations for human-robot teams can
be derived from the obtained results. Firstly, a misalignment
of valences between the actions of an agent and its social
behaviours can change the perceptions of those agents. In
our user study, the social behaviour of both robotic agents
was similarly neutral in valence, which might have caused a
negative impact on the perception of a prosocial agent and
improved the perception of a selfish agent. This constitutes an

important consideration for the design of social behaviour in
embodied agents. As future work, it would be interesting to
explore if an agent executing prosocial actions but displaying
negative social behaviours, rather than neutral ones, would be
rated more negatively than an agent executing selfish actions
but displaying positive social behaviour.

A second consideration we can draw from our results is that
the embodied affordances of the agents seem to lead people
to consider additional aspects during the interaction. Those
aspects seem to be related to the social interaction that is
beyond task-related actions, and can be established through
those embodied affordances, i.e. gaze or facial expressions.
According to our results, the embodiment may drive both
positive and negative facets of human-robot interaction. On the
one hand, it showed a positive impact on the degree of identity
with the team. Group identification constitutes an important
process of group settings and is reported, in the social sciences,
as being further associated with other relevant group measures,
such as team performance [41]. On the other hand, it was also
able to partially mitigate the strategies that each agent took in
the collective dilemma. If we focus on the perceptions of the
selfish agent, it raises a negative perspective on the impact of
embodiment. The presence of embodied features seems to have
decreased the emphasis on its non-cooperative actions and to
have improved how humans perceived that agent. This concern
is particularly relevant if we consider that, in the future,
socially intelligent agents can portray the selfish intentions
of their owners, e.g. an individual or a company. By having
these considerations in mind, practitioners can design adequate
affordances and behaviours of social agents according to the
goals and nature of the task.

One limitation in the results we obtained is that they might
not generalise to virtual agents as our embodied condition
refers to a robot, i.e. physically-embodied agent. To address
this issue, a follow-up study should accommodate another
condition with virtually-embodied agents. A final limitation
that is common in the analysis of group interactions is the
nested design between the embodiment and the strategy. The
perception of an agent with a certain strategy can differ
according to the strategy of the other agent on the team.
Considering in our design we only had opposite strategies,
to address this issue in future studies, other conditions where
both agents employ the same strategy would be necessary.

Overall, embodied interactions seem to introduce more as-
pects into the evaluation of agents, possibly related to a higher
social presence and/or a richer social interaction. Although
they might improve how humans relate with agents in team
settings, if these social aspects can positively mask question-
able or even immoral decisions, a dark side of embodiment
may emerge.
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[33] André Pereira, Carlos Martinho, Iolanda Leite, and Ana
Paiva. iCat, the chess player: the influence of embod-
iment in the enjoyment of a game. In Proceedings of
the 7th international joint conference on Autonomous
agents and multiagent systems-Volume 3, pages 1253–
1256. International Foundation for Autonomous Agents
and Multiagent Systems, 2008. URL https://dl.acm.org/
doi/10.5555/1402821.1402844.

[34] Rolf Pfeifer and Christian Scheier. Understanding intel-
ligence. 2001. URL https://dl.acm.org/doi/book/10.5555/
559357.

[35] Tom Quick, Kerstin Dautenhahn, Chrystopher L Nehaniv,
and Graham Roberts. On bots and bacteria: Ontology in-
dependent embodiment. In European Conference on Ar-
tificial Life, pages 339–343. Springer, 1999. URL https:
//link.springer.com/chapter/10.1007/3-540-48304-7 45.
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