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Abstract—Control of robots in safety-critical tasks and situa-
tions where costly errors may occur is paramount for realizing
the vision of pervasive human-robot collaborations. For these
cases, the ability to use human cognition in the loop can be key
for recuperating safe robot operation. This paper combines two
streams of human biosignals, electrical muscle and brain activity
via EMG and EEG, respectively, to achieve fast and accurate
human intervention in a supervisory control task. In particular,
this paper presents an end-to-end system for continuous rolling-
window classification of gestures that allows the human to
actively correct the robot on demand, discrete classification of
Error-Related Potential signals (unconsciously produced by the
human supervisor’s brain when observing a robot error), and
a framework that integrates these two classification streams for
fast and effective human intervention. The system also allows
“plug-and-play” operation, demonstrating accurate performance
even with new users whose biosignals have not been used for
training the classifiers. The resulting hybrid control system for
safety-critical situations is evaluated with 7 untrained human
subjects in a supervisory control scenario where an autonomous
robot performs a multi-target selection task.

I. INTRODUCTION

As robots become more prevalent in homes, factory floors,
and other safety-critical settings, detecting and correcting robot
errors becomes increasingly important. In such situations,
errors can be costly and difficult to remedy due to potential
hardware damage or safety risks. A fast, reliable, and intuitive
framework for supervisory control of robots is therefore re-
quired. If a robot could be taught to detect nonverbal human
cues such as distress signals and hand gestures as reliably as
a collaborating human partner, then interactions with robots
would become more efficient and supervision or collaboration
would become more effective.

Ideally, communication between the human and robot would
be intuitive and have low latency. Using human biosignals
such as muscle or brain activity via Electromyography (EMG)
or Electroencephalography (EEG), respectively, has become a
promising technique for fast, natural, and seamless human-
robot interaction (HRI). EMG interfaces can be used for
controlling dynamical systems such as prosthetic limbs, while
EEG signals can be used to detect higher-level cognitive states
using signals such as the Error-Related Potential (ErrP), which
is evoked upon perception of an error.
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Fig. 1: A user supervises and controls an autonomous robot using
brain signals to detect mistakes and muscle signals to select targets.1

Despite their potential, both biosignals have significant
shortcomings as reliable sources of fast human-robot com-
munication. EEG signals are noisy, making reliable real-time
ErrP detection challenging. EMG signals are generally easier
to detect and can provide a higher degree of control beyond
binary choice, but they are also noisy and often difficult to
map to motions. Both types of signals vary greatly over time
and across subjects, leading to the common practice of a
training phase for tuning the classifiers. This practice, however,
precludes a “plug-and-play” system where new users can begin
controlling the robot from their first interaction.

By combining EEG and EMG systems, this paper capitalizes
on the human’s cognitive ability to judge whether a robot made
a mistake and their physical ability to indicate correct actions
once a mistake has been made. The unconscious ErrP signal
does not require user training, leading to fast passive error
detection relying only on attention, while gestures provide
an active means of reliably indicating desired behavior. The
resulting “plug-and-play” hybrid control framework enables
high performance in a supervisory control scenario where a
robot conducts a multi-target selection task for a mock drilling
operation. A human supervisor observes the autonomous robot
and mentally judges whether it chose the correct target. If
an ErrP or a gesture is detected, the robot halts and requests
assistance. The human then gestures to the left or right to
naturally scroll through possible targets. Once the correct
target is selected, the robot resumes autonomous operation.
This combination of EEG and EMG thus leads to fast passive
detection and reliable active correction of mistakes.

1Videos are available at http://people.csail.mit.edu/delpreto/rss2018.

http://people.csail.mit.edu/delpreto/rss2018


To achieve this, two independent classification pipelines
process EEG and EMG signals in real time. The EEG pipeline
evaluates the combined output of two neural networks on
a buffer of time-locked EEG signals, outputting whether
an ErrP is detected upon robot target selection. The EMG
pipeline continuously classifies surface EMG signals on
a rolling basis, evaluating a neural network 80 times per
second to output whether a left gesture, a right gesture, or
no gesture is detected. This continuous classification allows
the user to exert active control over the robot at any point
during operation. In addition, a new user does not need
to provide training data for the EEG or EMG classifiers;
training is done on a corpus of data from previous users,
allowing the interface to be “plug-and-play” and broadening
its applicability to untrained or novice users.

Paper contributions: This paper focuses on effective and
reliable supervisory control in HRI tasks. In particular, its
contributions are as follows:

• A framework for combining error detection via EEG
with gesture detection via EMG to enable fast, reliable,
and intuitive supervisory control of autonomous robots;

• A signal-processing and classification pipeline for
continuously detecting gestures based on surface EMG
signals, without requiring training on current user data;

• A classification pipeline for detecting ErrPs in EEG
signals, without requiring training on current user data;

• An end-to-end “plug-and-play” system for supervising
and controlling a robot during a target selection task;

• Experimental results from 7 untrained subjects,
demonstrating effective supervision of a mock drilling
operation where the robot chooses from 3 possible targets.

II. RELATED WORK

This paper builds upon bodies of work investigating human-
robot interaction and classification of human biosignals.

A. EEG-based methods for human-robot interaction

Many EEG-based brain-computer interface paradigms
present good average performance for communication [1, 8,
18, 10, 9] or HRI [47, 27]. Yet they often require constant
operator attention, add additional cognitive burden to the user,
require many repeated prompts, and leverage user-specific
classification algorithms [50, 36, 31, 34, 48]. Such challenges
make these approaches less amenable to real-time control.

ErrPs, however, are naturally occurring brain signals that
do not require training or active thought modulation by the
human operator [16, 43, 20, 21, 22]. ErrPs have been used in
brain-computer interfaces and HRI tasks for performing binary
classification, correcting classification errors, and controlling
various robot platforms [46, 49, 41, 22, 11, 29, 21, 37, 38,
53, 45]. Nevertheless, most ErrP studies are performed in
controlled scenarios because EEG signals have low signal-
to-noise ratios that make real-time classification challenging
[40, 6, 7, 31, 34, 48].

B. EMG-based methods for human-robot interaction

Surface electromyography is used to measure muscle activ-
ity by placing electrodes on the skin over a muscle. Although
muscles have complex dynamics, models and controllers can
be designed to operate on these signals [52, 19, 33, 39].
Among the common applications of EMG are control of
exoskeletons [17, 28, 39, 51, 24, 2, 15, 35], control of
prostheses [12, 44], continuous trajectory control [3, 30, 5, 4],
and gesture-based control [13, 26]. The presented framework
uses a gesture-based EMG control system to actively indicate
desired robot behavior. This allows the human to assert direct
control over the robot on demand or upon detection of an error.

C. Hybrid control methods for human-robot interaction

By combining different biosignal sensors such as EEG,
EMG, and eye tracking, researchers have demonstrated
promising success controlling prosthetic limbs and even
quadrotor flight [42, 25, 23, 32]. This paper focuses on safety-
critical tasks where robot operation must be corrected by a
human supervisor with low latency. This requires attention to
several challenges not jointly tackled in the literature. These
include 1) classification of EMG signals on a rolling basis to
allow human control at arbitrary and a priori unknown time
instances, 2) fast ErrP classification online, 3) a framework for
hybrid control management, and 4) experimentally validated
reliable system performance in “plug-and-play” settings.

III. EXPERIMENTAL DESIGN

An experiment was designed that allows users to supervise
and control an autonomous robot solely via brain and muscle
activity. The chosen task emulates a safety-critical operation
in which a robot moves a power drill to one of three possible
targets on a mock plane fuselage. This represents a factory
setting where robots assist humans in construction tasks by
drilling holes or inserting fasteners.

Two experimental paradigms were implemented: the main
closed-loop supervisory control task, and an open-loop session
of controlled gestures to acquire additional EMG data. In
each one, the user is not required to have prior knowledge
or experience controlling a robot or using EEG and EMG
sensors. Novice users can thus immediately interact with the
robot in ways that are more intuitive than learning a series of
button presses, natural language dictionaries, or programming.

A. Main paradigm: closed-loop control, EEG and EMG

The main task constitutes an autonomous robot performing
the target selection task while a human supervises and in-
tervenes when necessary. As shown in Figure 1, the human
supervisor wears an EEG cap and EMG electrodes while
sitting behind the robot and observing the task. The human
mentally judges whether the robot chooses the correct target
in each trial, and uses gestures to correct the robot’s trajectory
when necessary. An EEG classifier detects the presence of
ErrP signals upon initial robot motion, and an EMG classifier
continuously analyzes muscle activity to identify gestures.



Fig. 2: The sequence of events in the main EEG+EMG paradigm is presented for option (a), when the robot incorrectly chooses the leftmost target,
and (b), when the robot correctly chooses the rightmost target. The sequence of events when it incorrectly chooses the center target would be similar to
(a). After the correct target is cued, the robot indicates an intention (1-orange block); the user mentally evaluates this choice while ErrP classification
is performed (2-purple block). If an ErrP is classified, the robot stops and waits for EMG gestures; otherwise, it continues reaching while searching
for any EMG intervention (3-blue block). If a correction is required, the user scrolls through targets via gestures while the robot is stopped (4-green
block). Upon target selection or no intervention, the robot completes the reach (5-red block).

Figure 2 illustrates this paradigm and some of its possible
progressions in more detail. Three LEDs placed on the mock
plane fuselage indicate the left, center, and right targets. For
each trial, the system randomly chooses a correct drilling
location with uniform probability. All LEDs blink initially
to inform the user of the beginning of the trial, then one of
the three is turned on for 100 ms to indicate which location
was chosen as correct. Approximately 750 ms later, the robot
randomly chooses a target with a 70% chance of being correct
and then makes an initial arm movement to cue this intention.
The user mentally evaluates whether this movement indicates
the correct or incorrect target, while a real-time EEG classifier
assesses if the user’s brain activity presents an ErrP signal.

If an ErrP is found, the system stops the robot, illuminates
the LED representing the robot’s currently chosen target,
and waits for the human to select the correct target using
gestures. A gesture can either be a brief flexion (left motion)
or extension (right motion) of the right hand. Since the robot’s
chosen target can be more than one target away from the
correct one, several gestures can be performed. Every time
a gesture is detected by the EMG classifier, the illuminated
LED is changed to indicate the new selection.

If no ErrP signal is found, the robot will continue operating
autonomously and reach towards the selected target. However,
the user can still interrupt the robot by gesturing left or right
at any time; this provides a safety feature in case of inaccurate
EEG classification. The robot then stops and waits for correct
target selection, which is performed via EMG as described
above. The initial intervention gesture also acts to alter the
illuminated current selection.

The system considers a target selection finalized if 3.5 s have
elapsed since the last detected gesture. At this point, all LEDs
turn off and the robot continues its reach towards the chosen
target. If the incorrect target was chosen during the gesture
period, the supervisor can again use gestures to interrupt the
robot and initiate another target selection period.

Once the robot reaches the selected target, either with or
without intervention, it pauses briefly to indicate completion
and then returns to its starting position. This concludes a single
trial. On average, an experimental session consisted of 4 blocks
of 40 trials each and lasted approximately 2 hours.

B. EMG-only paradigm: open-loop gestures

Since the main paradigm typically produces a relatively
small number of gestures performed at arbitrary times, an
EMG-only paradigm was also included. This enlarges the
corpus of EMG training data and facilitates evaluation of EMG
classification performance in a controlled fashion. However,
the EMG training data collected during these blocks was not
used to train a new classifier for that subject; each experiment
used an EMG classifier trained on EMG-only training sessions
from previous subjects. Data from EMG-only blocks of three
initial subjects that did not participate in online sessions was
also included in the training corpus.

For these trials, the subject is positioned in exactly the
same manner as described for the main paradigm but the
EEG cap is not worn and the robot is not controlled. All
three fuselage LEDs blink at the start of each trial to gain
the subject’s attention, then either the left or right LED
illuminates for 0.5 s to indicate whether a left or right gesture



Fig. 3: The system includes an experiment controller and the Baxter
robot as well as EMG and EEG data acquisition and classification
systems. A mechanical contact switch on the robot’s arm detects
initiation of robot arm motion. A human supervisor closes the loop.

should be made. After a brief delay, all LEDs illuminate for
1 second; the subject starts and completes their gesture during
this period, encouraging consistent gesture timing. The trial
therefore implements a “ready-set-go” sequence.

This EMG-only block was performed for new subjects at
the beginning of each experimental session. It consisted of 50
trials and lasted approximately 5 minutes.

C. EEG data paradigm

To develop a “plug-and-play” system generalizable to any
user, the EEG classifier was trained with data from three sub-
jects that were not involved in the online experiments. Unlike
the EMG case, there is no EEG-only paradigm; EEG data used
for training was obtained from the main closed-loop paradigm.
From these previous recordings, correct and incorrect trials
were extracted by only selecting the window from 200 ms to
800 ms after the robot begins its initial movement. The subjects
are instructed to avoid making gestures during this period of
ErrP detection, to ensure motor-free EEG activity.

D. Subject selection

A total of 7 subjects participated in the online control
experiments (71.4% male, 85.7% right-handed). No previous
experience using EMG, EEG, or brain-computer interfaces
was required. Subjects were not screened based on EMG or
EEG signals. All subjects provided written consent for the
study, which was approved by MIT’s Committee on the Use
of Humans as Experimental Subjects.

IV. SYSTEM OVERVIEW AND DATA ACQUISITION

An integrated end-to-end system was developed to enable
real-time hybrid supervisory control during the target selection
tasks. An overview of the system is shown in Figure 3. It
includes an experiment controller, an EMG subsystem, an EEG
subsystem, and the robot. A human supervisor closes the loop.

A. Experiment controller and robot

The experiment controller, implemented in Python, coordi-
nates all subsystems to realize the paradigms. It chooses cor-
rect and selected targets, commands the robot and LEDs, and
interprets classifier outputs in the context of the experiment.

For this particular implementation, the Rethink Robotics
Baxter robot was used. It communicates via the Robot Op-
erating System (ROS) with the experiment controller, which
provides joint angle trajectories for Baxter’s left 7 degree-of-
freedom arm. A physical pushbutton switch is also fastened to
the bottom of Baxter’s arm to determine exactly when the arm
lifts off from the table; this is used as a time-locking signal
for the EEG acquisition and classification [41].

An Arduino Mega 2560 serves as an interface for the
experiment controller to send status updates to the EMG and
EEG subsystems. Key events such as trial timing, chosen
targets, robot motion, and LED states are sent to the Arduino
via USB serial. These are mapped to predefined 7-bit code
words, which the Arduino uses to set a parallel port. The 8th

pin of the port is wired to the physical pushbutton switch on
Baxter’s arm. The EMG and EEG data acquisition systems
read this port along with their respective biosignals, allowing
for synchronization between data and experimental events.

B. EMG hardware and data acquisition

Two differential pairs of reusable non-adhesive surface bar
electrodes were placed over the user’s right posterior (outer)
forearm and right anterior (inner) forearm, positioned over
the muscles using recommendations in [14]. A single fifth
electrode was placed slightly distal to the left elbow as a
ground reference. Electrode placement sites were cleaned with
Nuprep skin preparation gel and alcohol prep pads to reduce
impedance and improve adhesion. Conductive gel was then
applied beneath each electrode. A single elastic strap was
placed around each forearm to hold the electrodes in place.

The electrodes were connected directly to an NI USB-6216
data acquisition (DAQ) device via a custom breakout board.
The parallel port of the Arduino, reflecting experimental
event codes, and the LED control signals were also inputs to
the DAQ. The 16-bit analog input channels were configured
for a −0.2V to +0.2V range. Differential mode was used
to reduce common noise from wireless interference, power
line contamination, and motion artifacts. Analog signals were
sampled at 2000 Hz, and the samples were sent via USB as
buffers of 200 samples every 0.1 s. This data was acquired by
Simulink (2017b), which performed online signal processing
and gesture identification. Classification results were sent
asynchronously to the experiment controller via ROS.

C. EEG hardware and data acquisition

A total of 48 passive electrodes, following the 10-20 scalp
distribution, were used for EEG data collection. Three Guger
Technologies USBamps sampled all signals at 256 Hz. Ground
and reference electrodes were placed at the AFz position and
the right ear, respectively. The parallel port of the Arduino
was also connected directly to GPIO inputs of the USBamps.



Algorithm 1 EMG Processing, Training, and Classification

SIGNAL PROCESSING
1: raw ← sample 2 differential EMG signals at 2 kHz
2: filtered← bandpass filter (5-400 Hz)
3: amplified← amplify by 1000
4: envelope← rectify, lowpass (5 Hz), amplify by 1.5
5: downsampled← downsample each channel to 80 Hz
6: if preparing training data (EMG-only blocks) then
7: centered← extract segment, center around peak
8: scaled← shift each min to 0, jointly normalize

DATA AUGMENTATION
9: if gesture segment (one per trial) then

10: newPositiveExamples← shift slightly left/right
11: newNegativeExamples← shift greatly left/right
12: end if
13: if baseline segment (two per trial) then
14: newNegativeExample← shift slightly one way
15: end if

GENERATE FEATURE VECTORS
16: trimmed← truncate segments to 1.2 s
17: featureV ectors← concat 2 channels (192 samples)

TRAIN SINGLE-LAYER NEURAL NETWORK
18: network ← 20-neuron hidden layer, 3 outputs
19: else if predicting online (EMG-only or EEG+EMG) then
20: buffers← rolling 1.2 s window of each channel
21: scaled← shift each min to 0, jointly normalize
22: featureV ectors← concat 2 channels (192 samples)

PREDICT LEFT/RIGHT/BASELINE LABEL
23: classification← max neural network output
24: prediction← filter network classifications
25: end if

Online signal processing and classification was imple-
mented in Simulink (2015a). For online classification, the
switch on Baxter’s arm is used to trigger initiation of the
EEG buffer that will be passed to the EEG classifier in order
to determine whether an ErrP is present. Classification results
are sent asynchronously to the experiment controller via the
Arduino, using a USBamp GPIO output.

V. CLASSIFICATION OF EMG AND EEG SIGNALS

Two independent classification pipelines were used: one for
continuous gesture detection from surface EMG signals and
one for time-locked error detection from EEG signals. Neither
used training data from each new subject, but rather trained
networks based on previously collected data.

A. EMG classification: continuous gesture detection

As described in Section IV-B, muscle signals are acquired
from the inner and outer right forearm. These two signals
are then passed through a pipeline of signal processing and
classification in order to detect gestures on a rolling basis in
real time. The signal processing, feature vector extraction, and
classification pipeline is outlined in Algorithm 1.
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Fig. 4: Acquired EMG signals are passed through a signal-processing
pipeline. Raw signals for randomly selected left-gesture, right-gesture,
and baseline segments are shown on the left. Detected envelopes are
shown in the center. The right column shows the segments after shift-
ing down to 0, normalizing, trimming, centering, and downsampling.

1) Signal processing: Each muscle signal is independently
band-pass filtered, amplified, and envelope-detected. The
band-pass filter is an FIR high-pass filter with stopband and
passband edge frequencies of 2 Hz and 5 Hz, respectively, in
series with an FIR low-pass filter with passband and stopband
edge frequencies of 400 Hz and 450 Hz, respectively. This
preserves the useful frequency content of the EMG signal [14]
while removing DC offsets, low-frequency motion artifacts,
and high-frequency noise. The filtered signal is amplified by
a factor of 1000. The envelope is then detected by rectifying,
applying an FIR 2nd-order low-pass filter with passband edge
frequency 5 Hz, and amplifying by a 1.5 gain. Examples of raw
EMG signals and detected envelopes are shown in Figure 4.

2) Segmentation and normalization: As described in Sec-
tion III-B, EMG training data was collected by cueing subjects
to make left or right gestures during specified time windows
using LEDs. The data was then segmented according to those
LED signals. To accommodate variable reaction times and
gesture durations, each extracted segment begins 0.75 s before
the LEDs turn on and ends 0.75 s after the LEDs turn off. This
produces one labeled gesture segment per trial. Two additional
segments were also extracted from each trial when the LEDs
were off to represent baseline segments without gestures.

For each segment, each EMG channel’s envelope is inde-
pendently shifted so that its minimum value is at 0. Both
envelopes are then scaled by the same factor such that the peak
value becomes 1. Finally, they are downsampled to 80 Hz. The
right column of Figure 4 presents sample results. This shifting
and scaling helps normalize inputs across subjects and time,
making the network robust to variations in the EMG signal
magnitude and offset. Normalizing each segment instead of
using a constant scaling factor throughout the experiment helps
alleviate issues of calibration, fatigue, and gesture variations.

3) Data augmentation: To continuously detect gestures
on a rolling basis, the trained network should be robust to
small time shifts while preferring gestures that are centered
in the buffer. This helps make predictions smooth and reliable
over time while eliminating false detections. For example, the
center-top graph of Figure 4 illustrates antagonistic muscle
activity during a left gesture that may result in predicting two
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Fig. 5: Training data is augmented by synthesizing new examples from
time-shifted copies of original segments. Each gesture trial is shifted
slightly left and right to create new positive examples, and shifted
farther left and right to create new “baseline” examples.

different gestures, first a left gesture then a right gesture, if
the network is too insensitive to time shifts.

A data augmentation approach was used to guide the
network towards such robust rolling classification, as shown in
Figure 5. For each extracted segment representing a gesture,
the data is first centered around the peak value. Two copies
are then synthesized by shifting slightly to the left and right
by random amounts between 0 and 100 ms; these are assigned
the original gesture label. Two copies are also synthesized
by shifting farther left and right by 400 ms plus a random
amount up to 100 ms; these are assigned a baseline label. By
creating slightly shifted positive examples and significantly
shifted negative examples, this data augmentation helps guide
the network towards preferring gestures that are centered in
the buffer within a specified tolerance.

For each original baseline segment, a single synthetic base-
line example is extracted by shifting left or right 400 ms plus a
random amount up to 100 ms. Every segment is then truncated
to 1.2 s (96 samples), using a window centered around the
original centered segment. If there is not enough data in the
original segment to synthesize one of the shifted examples,
then that synthetic example is discarded.

4) Neural network training: As a result of the data augmen-
tation, each trial yields 3 positive gesture examples, 2 baseline
examples with shifted gestures, and 4 baseline examples
without gestures. The training corpus is thus somewhat biased
towards negative examples; this is acceptable since the rolling-
window classifier will encounter vastly more baseline seg-
ments than gestures during online experiments, and avoiding
false gesture detections is crucial for smooth operation.

The two EMG envelopes within each training example
are concatenated to yield a feature vector with 192 ele-
ments. These labeled vectors are used to train a feed-forward
neural network, using the Pattern Recognition functionality
of Matlab’s Neural Network Toolbox (version 2017b). The
network has a single hidden layer of size 20 using a hyperbolic
tangent sigmoid activation function, and an output layer of
size 3 using a softmax activation function. The three outputs
are used to indicate whether the segment was classified as
baseline, a left gesture, or a right gesture.

For each experiment, a new classifier was trained using data
from the EMG-only blocks of all previous subjects.

5) Online continuous classification: As data is acquired by
Simulink (2017b), the two EMG channels are passed through
the signal-processing pipeline described above and then the
detected envelopes are downsampled to 80 Hz. These two
downsampled envelopes are used to populate rolling buffers
of duration 1.2 s. Each time these buffers are updated, the
channels are independently shifted down to 0, jointly nor-
malized, and concatenated. The resulting 192-sample vector
is passed to the trained neural network. To avoid spurious
predictions that might adversely affect the robot task, raw
network classifications are slightly filtered. A rolling buffer
of 12 network classifications (150 ms) is maintained, and
a final gesture prediction is declared if at least 60% of
the classifications are not baseline and at least 60% of the
classifications are the same label.

B. EEG classification

The EEG classification pipeline was trained before the be-
ginning of the online experiments and then remained constant.
The same classifier was used for all subjects involved in
the online sessions to ensure a realistic “plug-and-play” EEG
system and the possibility of faulty classifications so the EMG
system could take over the control of the task.

1) Signal processing and feature extraction: During each
closed-loop trial, a buffer of EEG data is initiated when the
pushbutton switch located under the robot’s arm is released.
This buffer collects 800 ms of data from the 48 EEG channels,
sampled at 256 Hz. From this buffer, a decoding window in the
range 200 ms – 800 ms post feedback onset is extracted. These
signals are band-pass filtered for 1-10 Hz using a 4th-order
zero-phase Butterworth filter. Based on offline analysis, only
data from 9 electrodes placed on the mid-line central region,
corresponding to the locations FC1, FCz, FC2, C1, Cz, C2,
CP1, CPz, and CP2, was selected. These 9 filtered channels
are concatenated to create a feature vector for classification,
yielding 1386 features per trial.

2) Online ErrP classification: Two feed-forward neural
networks were trained and evaluated. The first network realizes
a three-layer perceptron (input-100-1). The second network
uses a deeper structure with 6 layers (input-100-50-100-10-1).
Both networks were designed using Matlab’s Neural Network
Toolbox (version 2017b), and training was performed by
optimizing the networks’ parameters with the true labels. To
perform binary ErrP classification, a threshold was chosen
for each network by minimizing the following cost function:

Cost =

√
(1− sensitivity)

2
+ (1− specificity)

2.
The offline area under the curve (AUC) metrics for the

simpler and deeper neural networks were 70% and 69%,
respectively. Offline analysis averaging the regression out-
puts from both networks, and using an averaged threshold,
increased performance by 3%. Thus, the final classification
pipeline implemented in Simulink (2015a) uses both networks;
after evaluating each one in parallel on a buffer of EEG
data, their outputs are averaged and compared to the averaged
threshold. This final output is sent to the experiment controller
as the ErrP detection flag.
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Fig. 6: Overall system performance is summarized by the percent
of trials in which the robot placed the drill at the correct target
location after full hybrid EEG and EMG control. In addition, the user’s
interaction and some of the failure modes are described by considering
the gestures performed and when they were required.

VI. RESULTS AND DISCUSSION

The system was used for 7 sessions, each with a different
subject. This enabled evaluation of the interface efficacy and
of the performance of the EMG and EEG classifiers.

A. System performance: integrated hybrid control

A summary of results indicating effectiveness of the entire
system is shown in Figure 6. There was an average of 156
trials per experiment, after removing trials in which subjects
self-reported being distracted. The robot randomly chose the
correct target in 69.5% of the trials, and after EEG and EMG
control chose the correct target in 97.3% of the trials. The
hybrid control thus allowed the user to correct errors made by
the robot and by the EEG classifier, directing the robot arm
towards the correct target. In most cases, the optimal number
of gestures required was also detected by the system even
though the subjects were not instructed to minimize gestures.
The few cases in which the final target was incorrect were
typically due to no gesture being detected.

Compared to fully autonomous trials with no error detected
via EEG and no gestures detected via EMG, trials in which an
error was detected and the user performed gestures to select a
new target took on average 8.2 s longer with standard deviation
(SD) 2.8 s. Trials in which no error was detected via EEG but
the user interrupted the robot by performing gestures took on
average 5.6 s (SD 2.4 s) longer than fully autonomous trials.

B. EMG classification performance

The rolling EMG classification was evaluated during the
EMG-only blocks as well as during the main paradigm blocks
with EMG and EEG. In all cases, the classifiers are used for
subjects that were not included in the training data.

Figure 7 illustrates training examples obtained from three
subjects during the EMG-only blocks. It reveals overall trends
differentiating gestures, but also illustrates the significant
variation between subjects and across trials.

1) Open-loop EMG-only blocks: Figure 8 summarizes clas-
sification performance. As described in Section III-B, each
trial includes a single specified gesture. The classifiers made
a single correct gesture prediction in 92.8% of the 345 trials.
There were mixed correct and incorrect gesture predictions in

Fig. 7: Training segments extracted from EMG-only blocks are
illustrated for three sample subjects. The thin lines show all gestures
performed, while the thick lines are average traces. The plotted
segments have been vertically shifted, normalized, downsampled, and
centered around their peak. Augmentation examples are not included.
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Fig. 8: In each experiment, an EMG classifier trained on previous
subjects was continuously invoked during the EMG-only block. The
results indicate that the classifiers successfully generalize to new
subjects and correctly identify gestures in real time.

3.2% of trials, no non-baseline predictions in 3.2% of trials,
and multiple correct-gesture predictions in 0.09% of trials.
There were no trials in which a left or right gesture was
classified as the opposite gesture without additional correct
predictions. These results indicate that the classifiers robustly
and accurately detected gestures during EMG-only blocks.

As described in Section V-A5, the final predictions are fil-
tered versions of the neural network outputs. Without this filter,
a single correct gesture prediction would have been made in
77.7% of trials and multiple correct-gesture predictions would
have been made in 15.4% of trials. This indicates that the filter
aided performance by decreasing repeated correct predictions,
but was not needed to remove incorrect predictions.

2) Closed-loop EMG+EEG blocks: The EMG classifiers
trained on data from EMG-only blocks were also used during
the closed-loop trials in which users could arbitrarily make left
or right gestures at any time. Ground truth gesture labels for
these trials were obtained by annotating videos of the subjects’
arms in post-processing. Video was not recorded during the
first experiment, so closed-loop performance results for the
EMG classifier are not available for that experiment.

Figure 9 and Figure 10 depict the per-experiment and
overall confusion matrices for each experiment and across
all experiments. The classifiers correctly identified 65.8% of
left gestures and 85.2% of right gestures, while not falsely
identifying any right gestures as left gestures and only 1.8%
of left gestures as right gestures. Most instances in which
the classifier missed a gesture altogether occurred when the
subject made multiple rapid gestures, such that there were
likely multiple gestures within the rolling buffer window.
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Fig. 9: EMG classification performance during closed-loop
EMG+EEG blocks can be summarized by confusion matrices for
each experiment. The number on each bar represents the number of
instances associated with that percent.

Total
Count Percent Count Percent Count Percent Count

Left 221 65.80% 6 1.80% 109 32.40% 336
Right 0 0.00% 202 85.20% 35 14.80% 237
Baseline 5 12
Total 226 220

Prediction
Left Right Baseline

Actual 
Gesture

Total Experimental Duration: 
301.7 min

Fig. 10: Summarizing across all experiments, the EMG classification
pipeline successfully identified most gestures while avoiding confusing
one gesture for another or making spurious predictions.

These results also indicate that the classifiers were generally
better at detecting right gestures than left gestures. A possible
explanation is that wrist flexion has a higher range of motion
than extension, and returning to neutral from flexion often
recruits more antagonistic muscles than returning from exten-
sion. As seen in Figure 7, the EMG profiles of left flexion
gestures show more antagonistic activity and more variability
than right gestures for some subjects.

The bottom row of Figure 9 evaluates prediction of baseline
activity. In total, the experiments spanned over 18,000 s and
included 17 instances of a gesture being predicted when no
gesture was performed. Since the classifiers output predictions
at 80 Hz using a rolling 1.2 s buffer, this indicates that they
performed very well at only detecting gestures when a gesture
was actually performed. These metrics evaluate the classifier
over the entire span of the experiment, rather than only during
the active portions of the trials or when the robot was waiting
for gestures. In particular, they include times between trials
when the subjects could move and reposition themselves. In
light of this, it is promising to see that gestures were very
rarely predicted when no gesture was intended by the subject.

The timing of the classification was also analyzed. On
average, left-gesture motions lasted for 0.85 s (SD 0.26 s)
and were detected by the classifiers 1.15 s (SD 0.16 s) after
motion initiation. Right-gesture motions lasted for 0.79 s (SD
0.23 s) and were detected by the classifiers 1.09 s (SD 0.11 s)
after motion initiation. Thus, the classifiers generally waited
to predict a gesture until it was contained by and relatively
centered in the 1.2 s window. Once a detection commenced,
that prediction was continuously outputted for an average of
0.20 s or 0.26 s (both SD 0.08 s) for left and right gestures,
respectively; the classifiers outputted smooth predictions until
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Fig. 11: The EEG classifier performance is summarized by the overall
accuracy, true positive rate, and true negative rate in each experiment.

the gesture began moving out of the rolling window. Together,
these results imply that the data augmentation successfully
encouraged the networks to be robust to small but not large
time-shifts and to prefer gestures centered in the buffer.

Overall, these results indicate that the classifiers provided a
reliable method of communicating with the robot via gestures.
The low false positive rate indicates that the robot rarely
stopped unnecessarily. If a gesture was missed or misidenti-
fied, the subject could simply make another gesture to correct
the target selection. The low latency from completion of a
gesture motion to classifier detection is also within reason-
able limits for real-time control and closed-loop feedback.
Together, these results demonstrate that the system can be used
effectively for supervisory control.

C. EEG classification performance

Figure 11 summarizes the performance of the EEG clas-
sification system in each experiment. Although the overall
performance was lower than the performance of the EMG
classification system, the EEG system was trained on only
3 subjects and not updated for each new experiment. Its
performance was relatively consistent across subjects, and
relatively balanced between detection of positive and negative
examples. In future experiments, a larger corpus of ErrP data
will be used to train a more robust classifier.

VII. CONCLUSION

Some of the most important tasks for an HRI to accomplish
effectively include detection, correction, and prevention of
robot errors. This paper demonstrates an end-to-end system
that can achieve real-time error correction in a human-robot
task by using a hybrid EEG and EMG classification system.
This hybrid system can detect human-perceived robot errors
and relinquish control to the human via an intuitive muscle-
based EMG interface. It is also “plug-and-play,” attaining
high performance even for new users whose data was not
part of the training dataset. This work thereby takes a step
towards enabling natural human-robot interaction in situations
where effective supervision can mean the difference between
a dangerous environment and a safe one, or between a costly
mistake and a swift intervention.
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José del R Millán. Towards noninvasive hybrid brain-
computer interfaces: framework, practice, clinical appli-
cation, and beyond. Proceedings of the IEEE, 103(6):
926–943, June 2015. ISSN 0018-9219. doi: 10.1109/
JPROC.2015.2411333. URL http://dx.doi.org/10.1109/
JPROC.2015.2411333.

[37] Xavier Perrin, Ricardo Chavarriaga, Francis Colas,
Roland Siegwart, and José del R Millán. Brain-coupled
interaction for semi-autonomous navigation of an as-
sistive robot. Robotics and Autonomous Systems, 58
(12):1246–1255, 2010. ISSN 0921-8890. doi: 10.1016/
j.robot.2010.05.010. URL http://dx.doi.org/10.1016/j.
robot.2010.05.010.

[38] Roziana Ramli, Hamzah Arof, Fatimah Ibrahim, Norrima
Mokhtar, and Mohd Yamani Idna Idris. Using finite
state machine and a hybrid of EEG signal and EOG
artifacts for an asynchronous wheelchair navigation. Ex-
pert Systems with Applications, 42(5):2451–2463, 2015.
ISSN 0957-4174. doi: 10.1016/j.eswa.2014.10.052. URL
http://dx.doi.org/10.1016/j.eswa.2014.10.052.

[39] João Luiz A.S. Ramos and Marco A. Meggiolaro. Use of
surface electromyography for human amplification using
an exoskeleton driven by artificial pneumatic muscles. In
Biomedical Robotics and Biomechatronics, 2014 IEEE
RAS & EMBS International Conference, pages 585–590.
IEEE, 2014. doi: 10.1109/BIOROB.2014.6913841. URL
http://dx.doi.org/10.1109/BIOROB.2014.6913841.

[40] Bertrand Rivet, Antoine Souloumiac, Virginie Attina, and
Guillaume Gibert. xDAWN algorithm to enhance evoked
potentials: application to brain-computer interface. IEEE
Transactions on Biomedical Engineering, 56(8):2035–
2043, 2009. ISSN 0018-9294. doi: 10.1109/TBME.2009.
2012869. URL http://dx.doi.org/10.1109/TBME.2009.
2012869.

[41] Andres F Salazar-Gomez, Joseph DelPreto, Stephanie
Gil, Frank H Guenther, and Daniela Rus. Correcting
robot mistakes in real time using EEG signals. In
2017 IEEE International Conference on Robotics and
Automation (ICRA), pages 6570–6577. IEEE, June 2017.
doi: 10.1109/ICRA.2017.7989777. URL http://dx.doi.
org/10.1109/ICRA.2017.7989777.

[42] Andrea Sarasola-Sanz, Nerea Irastorza-Landa, Ed-
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