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Abstract: Text visualisation is an essential analytical task in many 
applications. Researchers from such fields can utilise the graphical output but 
need tools for its generation due to lack of expertise. Though several  
open-source tools are available, there is a challenge in choosing a suitable tool 
and preparing a compatible input because the corpora are often self-collected 
and unstructured. This paper describes ten popular open-source text 
visualisation tools for word-clouds. It is observed here that these tools take only 
a single text file as input while unstructured corpora have multiple-file format. 
So further in this paper a priority window technique is proposed to convert 
corpus into a small single text file that retains the characteristics similar to a 
standard model found in structured corpora. Experiments are performed over a 
self-collected corpus to demonstrate a real-life scenario from journalism 
application. The output word clouds show the effectiveness of proposed 
frequency-based technique. This technique is aimed at ease of use by users that 
lack expertise of data mining. 
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1 Introduction 

Text is the most comprehensible form for human beings. Humans developed the script for 
communication because people communicate majorly in the text form not in the 
numerical form. Thus, text being the major part of human communication, 
comprehension and interaction, a copious amount of data is available in textual form like 
emails, webpages, newsfeeds, articles, stories, etc. All these texts have different patterns 
inside them and when a professional derives those patterns through automated process, it 
is termed as text analytics (Sarkar, 2019). According to Bhoslay and Bali (2021), text 
analytics enable the user to convert the text into information so that the major five tasks 
can be achieved to benefit the society, science and business as follows: 

1 information extraction (Rai, 2019) 

2 information retrieval 

3 clustering/categorisation 

4 summarisation. 

Here, we focus on summarisation tasks that make a large body of text understandable in 
less time. Summarisation (Syed et al., 2021; Ying et al., 2021) is a task of condensing 
large amount of text data into its most important parts such that information loss is 
minimal. Bhargav et al. (2021) categorise summarisation approaches into two major 
forms: text-to-text and text-to-graphical. Text-to-text form (Mandal, 2021; Iskender et al., 
2021) is also called text summarisation implies shortening up long text by recognising 
and collecting the important points without altering the meaning of the text. This requires 
expertise and reader is referred to Awasthi et al. (2021) and Widyassari et al. (2020) for 
description of various techniques. Text-to-graphical form is extracting the important 
words from a large amount of text and arranging into a graphical form (Yadav et al., 
2021). This is also called text visualisation. Text visualisation is a collective term for 
methods used to convert results of text analysis in a visual form. Gan et al. (2014) and 
Elmqvist et al. (2014) have described it as transforming the text into a visual by 
considering the words, sentences and their relationships to make the user understand 
better and reduce mental workload of facing massive text. Due to involvement of 
graphics, text visualisation is achieved automatically through visualisation tools. Kucher 
and Kerren (2014, 2019) have presented a survey on text visualisation techniques through 
an online visualisation browser. Similarly, SoSVis (Alharbi and Laramee, 2018) where a 
user can compare visualisation tools by experimenting, though the tools are not available 
for free use. Majority of users need visual analysis demand freely available tools for their 
one-time needs. Other aspects that concern the users are the form of input to be given to 
tool and output desired by their application at hand. 
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Text visualisation output can be like tagcloud (Hearst and Rosner, 2008; Jänicke  
et al., 2018), word-cloud (Kulahcioglu and Melo, 2019; Lee et al., 2010; Cui et al., 2010), 
graph (Havre et al., 2002; Viegas et al., 2009), graph-of-words (Antoine et al., 2016), 
chart (Koh et al., 2010), map (Kucher et al., 2018), text data stream (Wanner et al., 2014), 
social networks (Preim et al., 2013) and others like timeline, tree-map (Wattenberg, 
2006), head-map, and spark-line. As compared to outputs like histograms that need 
mathematical interpretations, visuals that are capturing and attractive to the human eye 
like word-cloud are preferred. Word-clouds depict words of input text arranged in space 
varied in size, colour, and position based on word frequency, categorisation, or 
significance (Heimerl et al., 2014; Vilaplana and Montoro, 2014). The words are 
highlighted through font and colour as per their significance. 

Hong and Park (2019) identify that form of input affects visualisation approach as: 

1 single-text approach 

2 collection-of-text approach. 

Moreover, the visualisation tools take input as either: 

1 direct-text 

2 representation-of-text. 

The direct input is like copying a text file into the tool interface. Or a tool is designed to 
take input only a standard representation of the corpus based on a language model like 
frequency table. While direct text input is easy for many users as it saves time, it is  
often word-limited, that is it has a single-text approach. Very few tools have a  
collection-of-text approach. Tools that need a representation prefer standard models and 
may not be suitable for specifically designed corpus. Here, we digress to explain that 
corpora are either structured or unstructured. When extra information like part-of-speech 
tags, semantics, and pragmatics is involved into the corpus, it is called a structured 
corpus. Such corpora are available for benchmarking academic researches. Real-life 
applications have self-collected corpora that do not have any annotations and are called 
unstructured. Figure 1 outlines what different inputs are available for visualisation tools. 
Our research is aimed at the broad gap between the easy-to-use single-text tools and 
available unstructured corpora. The challenge is of converting an unstructured corpus into 
a single text file that retains its text data characteristics. 

The applications that may benefit from our research are those where users have their 
own text data but lack expertise to build a language model out of it. Like material science 
(Kononova et al., 2021), healthcare (Elbatta et al., 2021), social media (Chen et al., 2017; 
Kabir et al., 2018; Wu et al., 2016), services management (Kumar et al., 2021), consumer 
reviews (Alper et al., 2011), theme-crowds (Archambault et al., 2011), and business 
performance analysis (Hong and Park, 2019). These users rely on freely available tools to 
suffice their irregular needs of text visualisation. 

In this paper, we propose a scheme to convert a corpus into small single text file 
without affecting the effectiveness of its visualisation. The rest of paper first describes 
few popular and easy-to-use visualisation tools, and then discusses proposed  
‘priority-window’ techniques. Word-clouds are shown to visually compare the output. 
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Figure 1 Various forms of input for text visualisation tools and their characteristics (see online 
version for colours) 
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2 Tools description 

This section briefly introduces some popular open-source free text visualisation tools, 
especially for word-clouds, with their salient features and major drawbacks. 

2.1 WordArt/Tagul 

WordArt is a good tool which provides several settings such as text colour, shape of the 
word-cloud, size, and density of the word, fonts and more. Input is to be provided as a list 
of keywords. It has a much fancier look than most of the other tools. The main drawback 
of this tool is it neither allows single text file upload nor a corpus. 

2.2 Tagcrowd 

An easy-to-use tool that allows only pasting of text or single file upload. There are no 
options for changing shape, colour, etc. The words are shown in alphabetical order with 
variation in size and thickness for emphasis. 

2.3 Word-it-out 

A simple tool with preset design options for word-clouds. The major drawbacks of this 
tool are: 

1 no option of file upload 

2 limited design options 

3 style and fonts are not up to the mark. 

2.4 Voyant 

It is versatile tool that generates: 

1 Cirrus: it is a ‘cloud’ generated from the most frequent words. 

2 Bubble lines: a word frequency graph throughout the text. 

3 Text arc: for word distribution and their interconnection. 

Besides pasting single text, user can upload single text file as URL, pdf, or MSWord 
format or entire corpus. 

2.5 WordSift 

WordSift is collection of text analysis tools. Major features are word-cloud and visual 
Thesaurus. It allows only pasting text, with recommended limit up to 10,000 words for 
analysis. The main advantage is that we can control the scale of the words, density, and 
orientation. 
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2.6 Wordclouds 

Wordclouds is simple and much similar to the WordArt tool. The set of shapes for  
word-clouds are as per fields like traffic, love, pets, etc. It has many settings for font, 
style, colour palettes, size of cloud, invert, and masking options. The main drawback is: 

1 slow speed 

2 single text input. 

2.7 Jasondavies word-cloud 

This tool is one of the best online word-cloud generators because it provides funny and 
exciting shapes. It allows only pasting text input. Another drawback is that we cannot 
change the settings like shapes and colours. 

2.8 Daniel Soper’s word-cloud generator 

It is a free tool and easy to use because of its simple interface. The output cloud can be 
customised using the options panel. The drawbacks are: 

1 no option of uploading file 

2 not many options for shape, colour, and design. 

2.9 Lexos 

Lexos is a web-based platform tool which has great resources for visualising large text. 
This site allows uploading the entire corpus, i.e., multiple files. Then prepare the data to 
visualise and analyse it. The output can be word-clouds, multi-cloud, bubbleviz,  
rolling-window graph and analysis like statistical analysis, clustering, similarity query, 
and top word. The drawback is that we have to login every time before using the tool. 

2.10 Vizzlo 
This tool has more potential than any other word-cloud generator because it has many 
paywalls. It allows the user to upgrade, change shapes, front and can fix the maximum 
numbers of words. One of the main features of this tool is used for removing the 
watermark from the word-cloud. If you can pay upfront, this tool allows you to change 
more settings and download files in PNG form with a transparent background. 

3 Problem statement 

The main challenge is that most of the tools restrict the input to be a single text file of 
limited words, while the user is interested in visualising entire corpus. Their corpus is 
often unstructured and their computing expertise limited. We present how simple 
techniques can be used to convert corpus into a single text file of desired word length. 
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4 Proposed schematic 

A Naïve approach to convert corpus into single-text is concatenate all the files of corpus. 
The obvious drawback is the size of file, which already is a restriction in most of  
open-source tools. Also, the number ‘n’ itself may be too large to make a simple 
concatenation a memory-intensive operation. Hence, we propose a schema as illustrated 
in Figure 2. 

Figure 2 Flow of the proposed schema (see online version for colours) 

  

The process consists of processing a corpus through priority window technique to prepare 
a single text file of certain length and then in putting it to a tool for visualisation. Here we 
discuss in detail the proposed priority window approaches. 

There are three basic approaches already exists in text mining where a word is taken 
has its face value, a term is taken proportional to the frequency, and a term is taken 
proportional to the tf-idf. So, these three approaches have been listed here with one 
concept that we have introduce as priority window. The approaches are: 

1 selecting something from the bag which is priority window 

2 selecting something from the bag proportional to the frequency 

3 selecting something from the bag which is proportional to its tf-idf. 

4.1 Priority window (KWExtract-k) 

The first approach is the priority window (pw) approach that aims at collecting most 
important words from each file and the number of words (say k) is kept fixed and same 
for each file. Thus, for a corpus of n documents, extract k most important keywords from 
every file and concatenate into a single file of size kn. The process is shown in Figure 3, 
the single output file referred as F1. Here the glitch is that suppose a particular term 
occurs in first document of the priority window may not be in the priority window of 
other document but occurring in the document then that term will get eliminated. The 
terms which are common to all documents and most occurring in all documents will get 
higher priority and words which rarely occur will not get priority in the entire corpus. 
Thus, this technique eliminates document bias for those terms that have a very high 
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frequency in very few or only one long document. Therefore, only those words which are 
common to all documents and mostly occur in all documents will gain the priority, hence 
named as priority window. A possible drawback is that frequency of term is considered 
only within the document context and not in the corpus context. The formula is 

1 ( )F concentrate pw=  (1) 

Figure 3 Schematic representation of priority window (KWExtract-k) approach (see online 
version for colours) 

 

4.2 Priority window with frequency (KWExtract-f) 

The above approach has a drawback that every priority word appears in file F1 only once 
per document. To prepare a file that reflects the frequency characteristics of entire 
corpus, we now propose to repeat every term as many times as their frequency in that 
particular document. Each document contributes towards the single text file k different 
words written many times. In Figure 4, this process is shown where f indicates frequency 
of term in that document. In the final single text file F2, the frequency of each word is 
going to be different. We can observe in this approach that the frequency of the term in 
the corpus is not reflecting but the frequency of the term in the particular document is 
visible. So, the drawback cannot be clearly stated but a loophole can be identified in this 
approach where a term may be just out of the priority window of certain article and that 
frequency may not be contribute in the final single text file frequency of that particular 
term. Thus, it is possible in certain cases that a document having a particular term of very 
high frequency is able to affect the frequency of that term in final text file. The formula 
is: 

2 [ ]F concat pw frequency= ∗  (2) 

4.3 Priority-window with inverse document frequency (KWExtract-idf) 

This approach is based on the inferences that have been already done in text mining in so 
many years. Several researchers agree that using inverse-document-frequency (idf) 
eliminates the document bias and also gives weightage to the terms which hold the 
importance in all over the corpus instead of in a single article. Consider an approach 
where k-sized priority window is constructed and each term is repeated as per its idf 
value to obtain single text file F3 (shown in Figure 5). The idf is computed using 
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log
1+

Nidf
df

 =  
 

 (3) 

where df is the document frequency. Therefore, the priority window with idf equation (3) 
can be defined as: 

3 [ ]F concat pw idf= ∗  (4) 

Figure 4 Schematic representation of priority window with frequency (KWExtract-f) approach 
(see online version for colours) 

  

Figure 5 Schematic representation of priority window with inverse document frequency 
(KWExtract-idf) approach (see online version for colours) 

 

4.3.1 Note on choosing value of k 
Value of k needs to be set for tools having restriction on input-size. While it is direct for 
KWExtract-k approach by setting kn ≤ Limit, for KWExtract-f approach we can only 
have bound as knfavg ≈ Limit where is favg average term-frequency in the document. In our 
experiments we have observed that accepting at most 8 or 10 words from each document 
in the corpus is sufficient. 
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5 Experimental evaluation 

5.1 Preparation of corpus 

In order to see how the proposed techniques will perform in a real-life situation like 
analysing news stories related to same topic occurring in different sources, we use a  
self-collected corpus for experiments. News articles related to Ayodhya Ram Mandir 
(ARM) issue available online on websites of newspapers like Hindustan Time, The 
Times of India, etc. are procured. The date of started preparing our corpus was from 21st 
September 2019 to 30th November 2019. We have extracted keywords from each text 
document individually keeping size of priority window as 10. A text file is prepared by 
concatenating all these 1,055 keywords of ARM corpus and input to the visualisation 
tools to represent the naïve approach. Similarly, the document frequency, inverse 
document frequency and term frequency of terms occurring in the priority window were 
recorded and a single text file was constructed using above mentioned approaches. 
Table 1 Wordcloud obtained by using KWExtract-k, KWExtract-f and KWExtract-idf 

approaches from different open-source text visualisation tools, (A) WordArt,  
(B) Tagcrowd, (C) WordItOut, (D) Voyant, (E) Wordsift, (F) WordCloud,  
(G) Jasondavies, (H) Daniel Soper’s Word cloud, (I) Lexos, (J) Vizzol (see online 
version for colours) 

Tools KWExtract-k KWExtract-f KWExtract-idf 

A 

   

B 

   

C 

   

D 
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Table 1 Wordcloud obtained by using KWExtract-k, KWExtract-f and KWExtract-idf 
approaches from different open-source text visualisation tools, (a) WordArt,  
(b) Tagcrowd, (c) WordItOut, (d) Voyant, (e) Wordsift, (f) WordCloud,  
(g) Jasondavies, (h) Daniel Soper’s Word cloud, (i) Lexos, (j) Vizzol (continued)  
(see online version for colours) 

Tools KWExtract-k KWExtract-f KWExtract-idf 

E 

   

F 

    

G 

    

H 

   

I 

   

J 
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Figure 6 Priority window (KWExtract-k) (see online version for colours) 
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Figure 7 Priority window with frequency (KWExtract-f) (see online version for colours) 
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Figure 8 Priority window with inverse document frequency (KWExtract-idf) (see online version 
for colours) 
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5.2 Results 

The word-clouds obtained by inputting the single text files obtained from a naïve and the 
proposed approaches are shown in Table 1. 

5.2.1 Observation of word-clouds 
While visualising the obtained word-clouds using all the three methods, we have 
identified many differences in words importance in the tools. Manual inspection of the 
word-clouds reveals that more topic-relevant terms are highlighted in output obtained 
through KWExtract-f approach than KWExtract-idf approach. Moreover, in wordclouds 
of KWExtract-f approach words of lesser priority are completely vanished. It has reduced 
the visual noise and emphasised the important words. So, the advantage of using a 
frequency-based approach is very clear. The effect of our proposed schema KWExtract-f 
reduces the words which are not important. 

Also, if we want to see particularly which terms have been emphasised and how the 
priority window approach affected the visualisation of corpus, then we can plot the terms 
and their final frequency in the single output file. Figure 6 shows the terms on x-axis and 
their frequency in output file on y-axis for a naïve KWExtract-k approach. Figure 7 plots 
the same for KWExtract-f approach and the terms on peaks here are different from the 
peaks of Figure 6. This indicates that KWExtract-f has affected the importance of certain 
terms by increasing their frequency in output file as compared their frequency in the 
corpus. These terms are those that have high frequency in many documents. The terms 
that have been suppressed in Figure 7 as compared to Figure 6 are those that had very 
high frequency in few documents. Figure 8 is plot for KWExtract-idf approach where 
even common peaks of Figures 6 and 7 have been suppressed. Hence it is not 
recommended. Finally, we can conclude that using a priority window based on frequency 
is able to identify words/terms of evenly distributed high frequency for a good 
summarised visualisation. 

6 Conclusions 

Text visualisation is need of several non-technical fields too where researchers and users 
lack either knowledge or tools to produce effective visualisation. Open-source tools are 
available to help people in such situations. Still there is a challenge to convert the corpus 
(that is often unstructured) into a single text file such that its data characteristics are 
retained, because majority of visualisation tools restrict size of input. This paper has 
proposed three ‘priority window approaches’ using frequency and inverse frequencies of 
words in corpus. Using the proposed methods corpus can be converted to a small text file 
of only important terms and hence visualisation produced is effective. For demonstration, 
we produce word-clouds from different tools using the priority window techniques and 
compare them. It is observed that a combination of word-importance and its frequency in 
individual documents gives effective output. 
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