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1. Effect of constraint.

For notational simplicity, we write r(87, 37, 0) € R™ to denote the residu-
als, y—9(8T, 87, 0), as a function of the parameters. The strong Hierarchical
Lasso problem is the following:

Minimize *IIT(B*B O+ M8 +87) + 22 ) 116
J

st. [|6;]h < B +B; and B >0, 87 >0 for each j, © = O,

The Lagrangian is
1
L(¢50,8,7%,U) = 5 [r(8%, 87, 0)” + M1 (BF + 57) + 22(U, ©)
+3 0y (U0; - B — B7) =4 B —; B; +(S,0—6T)
J

- %HT(B*, BLONIP+ Ml —a—N)BT+ (Ml —a—y7)T8"
+ (S — ST + diag(Xa1 + @)U, ©),

where o yi S,U are dual variables. According to the KKT conditions,
(¢ @, S ’yi U ) is an optimal primal-dual pair if and only if

] r(6+,ﬁ_,@) =\ -G — ’yj
(j * 2x)'r(BT,87,0)/2 = (A2 + &;)Uji + Sji, — Sk
0=554  0=a18;lh — 5 ~5;)
6=06" >0, 6L <B +8  @vt=o0

7. sign((:)jk) C:)jk #0
gk = A
S [—1,1] @jk:O-
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2 J. BIEN ET AL.

Now, letting r(—9) = (3, 3—,0)+ (6;—8;)% and recalling that [|z;]|? =
1, there are three cases to consider:

1 Bf >0, g7 =0
2l (rC) = Bra)y =  —a;— 4 = B =[xIr) — (A — &)+

Note that this case applies when a:f

B+ /8__8(3U T( J) )\1—64]').
2. ,8+_0 ﬁ > 0:

r(=7) > A\; — &;. Thus, in this case

—al (D Bz =M —da; -4 = B =[xl -\ —ay)ly
Note that this case applies when x;‘rr(_j) < —(A1 — &;). Thus, once
again BA;F - B; = S(x]Tr(_j), A1 — G&j).
3+ 53— A0 A —
3. 87 >0, 8, >0 (= 4, =0,4; =0)
:l::EJT(r(_j) - (BA;r - B;)l']) =\ — & = Bj — B; = :BJ-TT(_j).
Note that this case applies when &; = Ay, so trivially /3’]+ — B]_ =
S(IL‘?T(_j), A — d]’).
Thus, we have shown that ﬂA;L — ﬁj_ = S(a:}rr(_j), AL — G&j).
We can get rid of S by rewriting the subgradient equation involving it as
(j % 2x) P (BT, 87,0) = (202 + & + 6i) Uy
(note that symmetry in 5) implies that there exists a symmetric U ).
Now, letting r(=7%) = r(3+, 37,0) + (z; * 21)(Ojx + Ok;)/2, we get
(:)ija:j*kaQ = (xj*wk)TT(fjk)—(2/\2+dj+dk)fjjk = S((wj*wk)TT(fjk), 2)\2+@j+dk).

This completes the proof for the Strong Hierarchical Lasso. Note that in the
Weak Hierarchical Lasso case, the KK'T conditions are identical except we
do not have the constraint © = ©7 and we take S = 0. Thus, the relevant
condition is simply

(zj + 21)"r(BT, B7,0) = 2(X2 + &) Uji = 2(Aa + G,) U

Note that the second equality implies that Ujkﬁkj > 0 (since & > 0) and
that if |Uji| = 1, then &; < &y, and vice versa. Rearranging terms, we have

B+ Ouy)llzy * 22 = (x5 5 w)TrI9) — 200y + )T
= (w; * xk)TT(*jk) —2(Xg + @k)ﬁkj~

imsart-aos ver. 2012/04/10 file: supplement.tex date: February 23, 2013



HIERARCHICAL INTERACTIONS LASSO 3

Now, ﬁjkﬁkj > 0 implies (:)jk(:)kj > 0 which implies that (@]k + (:)kj)/2, if
nonzero, has the same sign as whichever of ©;;, or ©y; (or both) is nonzero.
There are four cases:

1. O #0, O, = 0:

~

(O + Ony)l|ws * wx /2 = (wy + ax) "% —2(0a + @) - sign(© )
= (a:j * xk)TT‘(fjk) — 2()\2 + @j) . sign(@jk + ék])
zind j < &y, since |(7jk] =1
2. @jk = 0, ij 7é 0:
Ok + O))llzj * 2xl|?/2 = (% 2) T+ — 2(Xg + &y,) - sign(Oy;)
= (z; % 2)TrTR) — 20 + &) - sign((:)jk + (:)kj)
and &y, < &; since |(7kj] =1
3. @jk 7é 0, ij 7é 0:
(O + Ong) sy = wk]|*/2 = (w5 % ) 1P — 2(Ng + &) - sign(©5)
= (a:j * xk)TT‘(fjk) — 2()\2 + dj) . sign((:)jk + ékj)
zind Gj = dy; since |ﬁjkl = |ﬁk]| =1
4. @jk = 0, ij =0:
(Ot + Oug)ly * x]|*/2= 0
= S((wj x ) I, 2000 + @)
= S((xj * a)"rIF 2000 + i)
where the latter two equalities follow since |(z; * 21,) r(=7F)| < 2(\g +
;) and |(z; * 25)TrIR) | < 2(\g + ay).
We can encapsulate all of this into a single, simple expression:
(O + Ony)laj = wi]|*/2 = S((aj  ax) "r M), 2( + min{dyy, a ).
2. Proof that (5) and (6) are equivalent. We rewrite (5) in terms of

B = B+ — 8~ rather than 3:

A
Minimize q(Bo, B,0) + 1T (281 = B) + 2|01
BoER, B,B+ERP, OERPXP 2

st. ©=07, BT >0, 8 > 8, ||| < 28] - 5,
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4 J. BIEN ET AL.
or
o T —+ A
Minimize q(Bo, 5,0) + A1 (267 = 8) + =|19|1
506R,Bﬁ+eRP,66RPXP 2
st. ©=07, max{[5]+. (16,1 +5)/2} <5,

where [(j]; = max{f;,0} is the positive part of 3;. This problem is the
epigraph form of

P
- )
socw, Minimize - q(Bo 5, 0) + AjEI(maX{Q[ﬁj]+7 1851l + 85 } = Bj) + 5 11Ok

st. ©=07

which reduces to (6) since 2[5;]4+ — 5; = |5;].
3. Solving the logistic regression problem. For notational simplicity,

in this section we use X and ¢ to denote the full data matrix and parameter
combining both main effects and interactions. The binomial negative log-
likelihood is

n

(B0, ¢) = — Y _[yilogpi + (1 — yi) log(1 — p;)]

i=1
where p; = pi(o,¢) = 1/(1 + e~ =¢). Now,
9¢(Bo, 9)

9Bo

Thus, to solve ming, ¢ £(B0, ¢) + h(¢), we can use generalized gradient de-
scent, which iteratively solves

B(k) B 1 /B 5(k—1) 1T[y_p(A(k*1)7¢3(k—1))}
<A(<)’“)>_arg%33% (2)- [(é?k‘” &y - (a0, g0y

This separates into two parts:

=17y —p) Vol(Bo,$) = —X"(y — p).

2

+ h(9).

B = SV + 1Ty — p(BS Y, 6 1))
1) = Proxary (6070 + X7y — p(B" Y, 6D ).

where Proxy;.p, refers to the minimizer of (11). Looking at Algorithm 1, we
see that this algorithm is identical except that for each k we update the

estimate of the intercept and that we compute the residual as y — p(Bo, gZ;)
The “difficult” part of the computation is identical!
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4. ADMM for Strong Hierarchical Lasso. The ADMM algorithm has
three parts:

1. Update (8o, %, ©) by solving
A
Minimize q(Bo, BT = B7,0) + AT (BT + 7)) + 5|6l
BoER, BEERP, OCRPXP 2
+u[U(© - )]+ (p/2)0 - Q|IF
st. B >0,87 >0forj=1,...,p.

As with Algorithm 1, we may apply generalized gradient descent and
ONEROW to solve this, but replacing the argument ©; of ONEROW with

08\ —1zT 7D 1 p@ Y — Q)+ U
2. Update 2 by solving

Minimize tr[U(© — Q)] + (p/2)]|© — Q% st. Q=0T
QERPXP

This has the analytic solution ) « %(C:) +07)+ i(U +UT).
3. Update U « U + p(© — Q):
Algorithm 2 in the paper gives the full algorithm.
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