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A Reduction Formula for Partitioned Matrices

Emilie V. Haynsworth

(April 13, 1960)

A theorem of L. Goddard and H. Schneider, concerning square matrices

A and B, of

orders n and m, respectively, which satisfy an equation AX= XB for some n> m matrix X,
is generalized here for rectangular matrices A and B, with dimensions n; X ny, m;>ms,

which satisfy 4 X,= X B, where X; has dimensions n; > m; for 1=1,2.

This result is used to

find reduction formulas for partitioned matrices with submatrices, A4,; having dimensions

n; X n; and satisfying equations A,;X;=X,B;;.

The reduction formulas given here are

also generalizations of a theorem by J. Williamson concerning partitioned matrices whose
submatrices are all square and satisfy AX = XB, where B is triangular and X is square.

1. Introduction

Given a matrix A= (a,;) of order n, if there exists
a nonsingular matrix P such that

- B 0
Al=peliz= (1)
* i(’

where B is a square matrix of order r, and O is an
r X (n—r) matrix of zeros, A is called a reducible
matrix and the formula (1) is a reduction formula.
The characteristic equation of A is then factorable:

|A—\I,|=|B—\L| O—\I,_,|

where 7, represents the identity matrix of order n.

The results in this paper concern a reduction
formula of the type (1) for partitioned matrices, and
give a connection between, and an extension of,
results by L. Goddard and H. Schneider," and J.
Williamson.? The theorem of Goddard and Schneider
is generalized in theorem 1, and this is applied in
theorem 2 to give a general reduction formula for
partitioned matrices,

Ay Ap Ay,
4/1: 4421 4422 4"12[ (2)
A“ Alg 11//

where the submatrices A;; have dimensions n,xXn;,
1,7]”:1, 5 o oo U ) L

['heorem 2 contains the results of Goddard and
Schneider and those of Williamson as special cases.

1 L. 8. Goddard and H. Schneider, Matrices with a nonzero commutator, Proc.
- Camb. Phil. Soc. 51, 551 (1955).

2 J. Williamson, The latent roots of a matrix of special type, Bul. Am. Math.
Soc. 37, 585 (1931).
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2. Results of Goddard and Schneider

Goddard and Schneider showed that if two square
matrices A and B of orders n and m, respectively,
are related by the equation,

AX=XB, (3)

where X is an n < m matrix of rank », then there
exist matrices P and @, depending on X, such that

o 0
P-lAP= ; Q 'BQ— , @
0 O ®  [)

where 7 1s square, of order r, so that A and B have
7 roots in common.

More generally, Goddard and Schneider proved,
for any m>xn matrix K and any polynomial f (z, ¥),

J(EG) +
0 J(C0)

P=f(A,XK)P=

JEa) 0
* £(D,0)

Q' f(B,KX)Q=

where G depends on K. So all such functions of A
and B are reducible if »<min (m,n), and each cor-
responding pair (for which f and K are the same)
has 7 roots in common.

If r=m<n, A and f (A,XK) are reducible and
(1) holds for A and B as defined in (3) and (' as
defined in (4).

If r=m=mn, for the matrices in (3), we have
X'AX=DB, so if Bisreduced, A and f (A, XK) are
reducible. Naturally, similar results would hold
for B if r=n=<m.

Thus, although the results of Goddard and
Schneider concern a pair of matrices, the cases given
above can be considered as leading to a reduction
formula for one or both of the matrices.



3. Results of Williamson

J. Williamson? deals with partitioned matrices
as in (2) in which all submatrices, or blocks, are
square. He showed that if a partitioned matrix A,
of order mt, has blocks of order n which can be
simultaneously reduced to triangular form, then A
is reducible to a block-triangular matrix, i.e., a par-
titioned matrix (2) in which A4;;=0, ]>

Williamson’s results could be expressed as follows:

Given a partitioned matrix A= (A;;) of order nt,
with blocks of order =, if there exists a nonsingular,
nXn matrix X such that

X_lAl‘jX:Bl
or
A, X=XB tj=1,...,1) (6)
where B;;1s triangular with elements N7 o T

on the diagonal, then A is similar to a block-trian-
gular matrix with blocks

AM: ()‘IEH))

on the diagonal.
This theorem is then generalized by Williamson to
show that, given any partitioned matrix A=(A;)
satisfying (6) with B;; triangular, the partitioned
matrix which has blocks
Gij:fij<Aij)
where f;;(A) 1s a rational function of A with non-
singular denominator, has as roots the roots of the
n matrices of order ¢,
G :_fij()‘lgii) (k =1,

o s =1 )

4. Connection Between Theorems of Goddard
and Schneider and of Williamson

It can be seen, from eqs (3) and (6), that although
the theorem by Williamson and that of Goddard and
Schneider are quite different, there is a connection
between them.

In theorem 1 we generalize the results of Goddard
and Schneider to rectangular matrices A and B of
dimensions 7, Xn, and m; X m,, respectively, satis-
fying

AngXl]g, (7)

where X is n,Xm; of rank r;, 1=1 or 2
We then apply this result in theorem 2 to square
partitioned matrices A and B, with rectangular blocks
n; Xny; and m;>Xm;, respectively, in which the fol-
lowing relations hold between the blocks,
z'l’ij‘xrj:AY[Bij’ (’L,‘/Il, .y t) (8)
where X; is n,}Xm; of rank 7,.

2J .Williamson The latent roots of a matrix of special type, Bul. Am, Math,
Soc. 37, 585 (1931).

Then the theorem of Goddard and Schneider can
be obtained as a special case of theorem 2 when we
set t=1 in (8). If we have r=m;,=n;=n, =1,

t, and B, triangular, 1, j=1, , t, we have
the theorem of Williamson.

5. Theorem of Goddard and Schneider for
Rectangular Matrices

The proof of theorem 1 is essentially the same as
that of Goddard and Schneider, the only difference
being the addition of subsecripts to correspond with
the two different matrices, X; and X.

Tuaeorem 1. If A and B are 7€ctan(/ula/ matrices

satisfying (7), there exist matrices Py, P, ©) and (),
such that
E *
P;1A1>2:< >
0o C
(9)

E O
erfoF( )
=10

where B is an vy X1, matriz, and C and D are rectan-
gular matrices having dimensions (ny—ry) X (ne—7s)
and (my—ry) X (mg—ry), respectively. Moreover, if
S, ) is a polynomial in two noncommutative indeter-
minates (which is linear and homogeneous if A and B
are not square, or if ry#r,) and K is an arbitrary m, X
Ny matrizx,

<f(E,G) * >
PrY(A,X,K)P,= ,
0 (00
(10)
fEG) 0
Qr'/(B,KX,) Q2:< >
£ f(DO)

where G depends upon K.

Proor. For i=1 or 2, we have X; of rank »; so
there exist corresponding nonsingular matrices, P;
and ();, of order n; and m,, respectively, such that

1, O
I7i:])i_1XiQ1:
0 0

is an n; X m; matrix with an identity matrix of order
7, in the upper left corner.

IJ et

(11)

A=P;1AP,,  B=0;'BQ, K=QQ'KP, (12)
and partition each matrix so that there is an 7, X ry
matrix in the upper left corner, i.e.,

;111 glz
= )
Ay Ay
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and B and K are partitioned similarly.
Then, from (11) and (12),

- A 0
P ARG )= A0 = 5 )
A, O
(13)
- ﬁn B’xz
PRI =0T 5 =
0o 0
Since, by (7), AY. :YI]?, (13) implies
1711127;117 /~121:ﬁ12:0 (14)
Thus, if we let /~111:E, :122:C', ]7’2;:1), from
(12) and (14) we have (9). Also
- ku [212
ORI Re—
0 0
(15)
. K, 0
Ql_l(K‘\rz)szKYZ: -
K_}l 0

so if we let I~{,1:G’, we obtain (10).

6. A General Reduction Formula

In this section we apply theorem 1 to partitioned
matrices with rectangular blocks satisfying (8). We
will in general obtain formulas of the type (4) which
can be considered as reduction formulas for 4 or B
or both.

Specific applications of this theorem in the reduc-
tion of certain special partitioned matrices have been
given previously by the author.?

Before applying theorem 1 to theorem 2 it will be
necessary to prove the following.

Lemma.  Given a partitioned matrix of order N,
with n,;>Xn; blocks A, if

B, 0
= (16)
* (.

1)

A

where all matrices B, are square, of order r, and the
matrices Cy; are (n;—r) X (n;—r), then A is reducible

as in (1) where P is a permutation matrix, and
£
B=(B), {::((1’]’)- . . .
Proor. The proof consists merely in defining the

permutation matrix 2, which is equivalent to writing
the order in which the rows and columns of A should
be arranged.

3 K. Haynsworth,
search NBS 63B, 73 (1959).

Applications of a theorem on partitioned matrices, J. Re-

Let 2°%.1n;=N;. Then Ny=n,, N,=N. If we
arrange the rows and columns of A in the following

order:
1, 2, J..,
Ny+1, N+2, ..., Ni+r;
N._i+1, N,_,+2, , No_i+r; (A7)
r=+1, r+2, A Ny;
Ny+r+1, Ni+r+42,. .., Na;

N i+r+1, Ntr+2, .

we have a new matrix 4 in which the matrices B
are together in the upper left corner, and the matrices
(', are together in the lower right corner, so A will
have the form (1).
THEOREM 2. S o e itioned
HEOREM 2. Suppose we have partitioned matrices,
A and B, with rectangular blocks, Ay and B, satisfying
(8), where ri=r, i=1,. . . ,t. Then, A and B have
tr roots wn common.
Moveover, if G= (G ,,;) and H= (I1;) have rectangular
blocks,

=11;(Ai;, XilKyj), H=fy(B:;,Ky;X;)  (18)
where the matrices K,; are arbitrary m;Xn; matrices
and the polynomials fi;(x,y) are as (l(jzn(([ in theorem
1, then all pairs of matrices defined in (18) have tr
motx in common.

Proor. lLet P; and @; be matrices satisfying (11)
i =1l t and let /2 and @ be the direct sums
of the matrices P; and @, respectively, 1.e.,

P=P 4Pyt
Then we have, using block multiplication of matrices,
PAP=A=(4,), Q'BQ=B=(B,),

where
A,=P3'AyP, B,=Qi'B.Q.

Thus, from (9),
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So, by the lenlma A and B are similar to the
matrices A and B

. [E . [E O
A= ; = ;
0 C * D
where E=(E;), C=(Cy), D=(Dy).
roots of /' are roots of both matrices.
Also, using (15) for the matrices K,;, P;, P}, Q;, Q;,
we can in the same way obtain the more general
result concerning the matrices G and H.
CoroLLARY 1. If a matriz A of order nt can be
partitioned into square blocks Ay, of order n, having r
linearly independent characteristic vectors x, in com-
mon, cozrespondm(/ to the roots, N\, h=1,. .. ,r;
i, j=1, . . t, then tr of the roots oj A are roots of
the matrices ()\“”)
Proor: Let

Xi:X:(xl,xg, 50O

Thus the

o @)

be the n>7r matrix whose columns are the given
vectors and
B =diag (A", N\, o W

Then (8) holds for the blocks A;;, and tr of the

roots of A are roots of B=(By). If we now re-
arrange the rows and columns of B in the order,

1, r4-1, 2r|1, ., (@t—1) r+1;
2, r+2, 2r42,..., (—1)r4+2;
F g 2r ,. .., Ir;

B will be in block-diagonal form with the matrices
(M) on the diagonal.

This corollary 1s applied by the author to certain
special partitioned matrices (see footnote 3).

COROLLARY 2. [If a matriz A, of order nt, can be
partitioned into square submatrices of order n which
are mutually commutative and have roots, N\, (h=1,

., ), the roots of A are the roots of the n matrices,

()\(l:)) ()\(u)) ()\(1:))

This cor ollar\ would follow also from Williamson’s
theorem since any set of mutually commutative
matrices can be simultaneously triangularized.

The author is grateful for the helpful suggestions
of Dr. A. Ostrowski and Prof. H. Schneider.

(Paper 64B3-33)
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