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A Reduction Formula for Partitioned Matrices 

Emilie V. Ha ynsworth 

(Ap ril 13, 1960) 

A t heorem of L . Goddard and H . Schn eider , concernin g sq ua re matrices A a nd H, of 
orders n a nd m, respectively , wh ic h sat isfy a n eq uat io n AX = X B for so me n X m matrix X , 
is generalized here for rectangul ar mat ri ces A a nd B, wi t h dim ensions n j X n" m , X m" 
whi ch sat isfy AX,= Xj B , w here X i has d imensions n iX m i for i = 1,2. Th is r es ul t is used to 
find redu ction formul as fo r pa rt it ioned matri ces wi t h submatrices, A ij, havin g dime ns ions 
n iX n j, a nd satisfy ing equ at ions A ijX j= X iBij. The reduction fo rmulas give n here a re 
also genera lizations of a t heore m by J. Willia mson co ncerni ng part it io ned matri ces whose 
submatri ces ar e all squ are a nd sat isfy AX= XB, where B is t ri angul a r a nd X is squ a re. 

~ 

1. Introduction 

Given a m atrix A = (a ij) of ord er n, if there exists 
a nonsingular m a trix P such that 

_ (B 0) A = P - 1AP= 
* ;0 

(1) 

I
" where B is a square ma trix of order r, and 0 is an 
r X (n - r) m atrix of zeros, A is called a Teducible 
m a trix and th e f'ormula (1) is a reduction fo rmula. 

I The characteristic e~ation of A is then factorable: 

IA-Alnl-I B- AIrIi C- Aln_rl 

, where I n represents the iden ti ty m atrix o f' order n. 
f The r esults in this paper concern a redu ction 

formula of the type (1 ) for par titioned m atrices, and 
; give a connection between , and an extension of , 
I results b y L. Goddard and H . Schneider ,! and J'. 

Williamson.2 The theorem of Goddard and Schneider 

lis generalized in theorem 1, and this is applied in 
theorem 2 to give a general r edu ction formula Jor 

~ partitioned m atrices, 

(2) 

f ~vl~ere th e s llbmatrices A ij 11a ve dimensions n i X nil 
'/" J = l , . . . , t. 

Theorem 2 con tains the r esults of Goddard and l Schneider and those of W'illiamson as special cases. 

" j L. S. Goddarc] and H. Schncider, Matrices with a nonzero co mmutator, Proc. 
~ namb. P hil. Soc. 51, 55 l (1955). 
I 2 J . Willia mson, The latent roots of a matrix of special type, Bul. Am . Math. 

Soc. 31, 585 (1!J31). 
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2 . Results of Goddard and Schneider 

Goddard and Schneid er showed that if two square 
ma trices A and B of orders 11 and m, r espec tively, 
ar e related by the equ a tion , 

AX= X B , (3) 

wh ere X is an n X m m atrix of rank r, th en there 
exist m atrices P and Q, depending on X, such th at 

(E 0) 
Q- 1B Q= : D ' (4) 

where E is squ ar e, of order r, so th at A a nd B hn,ve 
r roo ts in common. 

More generally, Godd ard a nd Schneider proved, 
101' any m X n m atrix g a nd nny polynomial f (x, y ), 

(
f (E ,C) * ) 

P - lf(A,Xg )P = 
o f (C,O) 

(5) 

(
f (E ,C) 0 ) 

Q- lf(B ,gX)Q= 
* f (D ,O) 

where G depends on g . So all su ch function s of A 
and B are r educible if r < min (m,n), and each cor
responding pair (£01' whi ch f a nd g arc th e same) 
has l' roo ts in common . 

If r = m < n, A and f (A,Xg ) arc reducible and 
(1) holds for A and B as defined in (3 ) and C as 
defll1 ed in (4). 

If T= m = n, 101' tbe m atrices in (3), we have 
X -IAX= B , so if B is r edu ced, A a nd f (A , X g ) are 
redu cible. Naturally, similar r esults would hold 
for B if r= n5, m. 

Thus, although the r esults of Goddard and 
Schneider concern a pair of m atrices, th e cases given 
above can be considered as leading to a r eduction 
formula for one or bo th of the matrices. 



L _ 

3 . Results of Williamson 

J . 'Williamson 2 deals with partitioned matrices 
as in (2) in which all submatrices, or blocks, are 
square. He showed that if a partitioned matrix A, 
of order nt, has blocks of order n which can be 
sim.ultaneously reduced to triangular form, then A 
is reducible to a block-triangular matrix, i. e., a par
titioned matrix (2) in which A ii= O, j>i. 

Williamson's results could be expressed as follows : 
Given a p artitioned matrix A = (Aii) of order nt, 

with blocks of order n, if there exists a nonsingular, 
n Xn matrix X such that 

X - 1Ai jX = B ij 
or 

where B ii is triangular with elements A (iJ), ., n (if) 
on the diagonal , then A is similar to a block-trian
gular matrix with blocks 

A- - (' (iil) kk- (\k 

on the diagonal. 
This theorem is then generalized by Williamson to 

show that, given any partitioned matrix A = (Aii) 
satisfying (6) with B ij triangular, the partitioned 
matrix which has blocks 

where f ij(A) is a rational function of A with non
singular denominator, has as roots the roots of the 
n matrices of order t, 

0- - j (' (iil kk- ij {\k (k = I , ... ,n; i, j = I , ... ,t)o 

4. Connection Between Theorems of Goddard 
and Schneider and of Williamson 

It can be seen, from eqs (3) and (6), that al though 
the theorem by Williamson and that of Goddard and 
Schneider are quite different, there is a connection 
between them. 

In theorem 1 we generalize the results of Goddard 
and Schneider to rectangular matrices A and B of 
dimensions nl X n2 and ml X m2, respectively, satis
fying 

(7) 

where X i is n i X mi of rank ri, i = 1 or 2. 
We then apply this result in theorem 2 to square 

partitioned matrices A and B, with rectangular blocks 
ni X n j and miX m j) respectively, in which the fol
lowing relations hold between the blocks, 

where X i is n iX m i of rank rio 

2 J . Williamson The latent roots of a matrix of special type, Bul. Am. Math. 
Soc. 37, 58.5 (1931) . 

i 

Then the theorem of Goddard and Schneider can i 
be obtained as a special case of theorem 2 when we, 
set t= I in (8) . If we have r i= mi=ni=n, i=I, ' 

. , t, and B if triangular, i, j = 1, ... , t , we have ' 
the theorem of Williamson. 

5 . Theorem of Goddard and Schneider for I 

Rectangular Matrices 

The proof of theorem 1 is essentially the same as 
that of Goddard and Schneider, the only difference 
being the addition of subscrip ts to correspond with 
the two different matrices, Xl and X 2 • 

THEOREM 1. If A and B are rectangular matrices 
satisfying (7), there exist matrices PI, Pz, t;\ and 02,1 
such that 

PI1AP2= (~ ~} 

QI1BQ2= (~ ~} 
(9) 

I 
( 

where E is an 1'1 X 1'2 matrix, and C and D are rectan
gular matrices having dimensions (nl - 1'1) X (n2 - r2) 
and (mt-rJ X (mZ-r2), respectively. 1I1oreover, if· 
f(x, y ) is a polynomial in two noncommutative indeter- j 
minates (which is linear and homogeneous if A and B 
are not square, 01' if 1'1 ~r2) and K is an arbitrary ml X 
n2 matrix, 

(
J(E,G) *) 

P1'1(A,X1K)P2= , 
o f(O,O) 

(10) 

(
'J(E,G) 0) 

QllJ(B ,KX2) Q2= , 
* j(D ,O) 

where G depends upon K . I 
PROOF. For i= I or 2, we have X i of rank ri, so 

there exist corresponding nonsingular matrices, P i 
and Qi' of order ni and m i, respectively, such that ' 

I 

~) 
is an n i X m i matrix with an identity matrix of order 
r i in the upper left corner. 

Let 

and partition each matrix so that there is an 1'1 X 1'2 

matrix in the upper left corner, i.e. , 
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and Band K arc pm'tition ed simjln,rly. 
'rhen, [rom (11 ) and (12), 

, Since, by (7), AY 2= yJJ, (13) implies 

(13) 

(14) 

Thus, if we let All=E, A22 =0, B2~=D, from 
(12) and (14) we have (9). Also 

(15) 

so if we let KI1 = G, we obtain (10). 

6 . A General Reduction Formula 

In this section we apply theorem 1 to partition ed 
matrices with rectanguhtl' blocks satisfying (8). We 
will in general obtain formulas of the type (4) which 
can be considered as reduction formulas for A or B 
or both. 

Specific applications of this theorem in the reduc
tion of certain special parti tioned matrices have been 
given previously by the author.3 .. 

B efore applying theorem 1 to theorem 2 It WIll be 
necessary to prove the fo~l~win g. . 

~ LEMMA. Given a partI tIOned matnx of order N, 
wi th n iXn j blocks A til if 

(16) 

H where all matrices B ij are square, of order 1', and the 
matrices Oij are (ni-l') X (n}-I') , then A is reducible 
as ill (1) where P is a permu tation maLrix, and 
B =(B i }), 0= (Oij) . . . . 

PROOF. The proof conslsts merely In defimn g ~he 
p ermutation matrixP, which is equivalent to wntmg 
the order in which the rows and columns of A should 

> b e arranged. r 
f 'E. llay nsworth, Applications of a t heore m on partitioned matrices, J . Re

searcb N B S 63ll , 73 (1959). 

-------~ 

Let 'L,1_ 1ni= N k . Then NJ = nl, .N I= N. If .we 
armnge the rows and columns of A In the followmg 
order: 

1 , 2 , 

. . , 

.. , 

l ' . , 

(17) 

'oNe have a new matrix A in which the Ilutlriccs B i } 

arc LoO'ether in the upper left cornel', and the matrices b _ 

O il arc Logethel' in the lower right co rnel', so A will 
have the form (1). 

THEOREM 2. Suppose we have partitioned ma:tric.es, 
A and B, with l'ectangular blocks, Aij and B ii> sat~s.!y~ng 
(8), where 1'1= 1', i = l , . . . , t. Then, A and B hare 
tr 1'00ts in common. 

NJoveover, 'if G= (Gi}) and II = (IIij) have rectnngular 
blocks, 

(1 ) 

where the matrices K ij are arbitrary m i X n j matrices 
and the polynominls .!tj(x,y) nre as defined in theorem 
1, then all pnil's oj mntrices defined in (18) have tl' 
roots in common. 

PIWOF. Let P i and Qt be m atrices satisfying (11 ) 
for i ,j = 1,. . . '. t and let P and Q, be th? direct su Ins 
of the matrices P t and Qi rcspectnrely, 1. 0., 

t t 
P = Pl+ P2+ ... +PI=~I';, Q=~ ·Qi' 

I~ l '~l 

Then we have, using block multiplication of matrices, 

wh er e 

Thus, [rom (9), 
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So, by the lemma, A and 13 are similar to the 
A A 

matrices A and B, 

where E = (Eij), C= (Cij), D = (Di j). Thus the 
roots of E are roots of both matrices. 

Also , using (15) for th e matrices K ij, P i, P h Qi' Qj' 
we can in the same way obtain the more general 
result concerning the matrices G and H . 

COROLLARY 1. Ij a matrix A oj order nt can be 
partitioned into square blocks Aij, oj order n , having r 
linearly independent characteristic vectors Xh in com
mon, corresponding to the roots, 'A~ij) , h= I , ... , 1'; 
i, j = 1, . . . , t, then tt oj the roots oj A are roots oj 
the matrices ('A~ii)). 

PROOF: Let 

be the n X r matrix whose columns are the gIven 
vectors and 

roots of A are roots of B = (B i} )' If we now re
arrange the rows and columns of B in the order, 

1, 1' + 1, 21'+ 1,. 

2 , 1'+ 2, 21'+ 2,. 

l' , 21' , . 

, (t-l)r+ l ; 

, (t -l)r+2; 

, tr; 

B will be in block-diagonal form with the matrices 
( 'A,~ii) on the diagonal. 

This corollary is applied by the au thor to certain 
special partitioned matrices (see footnote 3). 

COROLLARY 2. Ij a matrix A, oj order nt, can be 
partitioned into square submatrices oj order n which 
are mutually commutative and have Toots, 'A~ii), (71, = 1, 
. . . ,n), the roots oj A are the roots oj the n matrices, 
('Aiii), ('Aiii), . . . , ('A~ii) . 

This corollary would follow also from Williamson 's 
theorem since any set of mutually commu tative 
matrices can b e simul taneously triangularized. 

The author is grateful for the h elpful suggestions 
B d· (~ (ii) ~ (ii) ~ (ii) ) of Dr. A. Ostrowski and Prof. H . Schneider. ij= lag "I , "2 , . . . , "r . 

Then (8) holds for the blocks AiiJ and tr of the (Paper 64B3- 33) 

174 

------


	jresv64Bn3p_171
	jresv64Bn3p_172
	jresv64Bn3p_173
	jresv64Bn3p_174

