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ABSTRACT 
The present work is concerned with handwritten and printed 
numeral recognition based on an improved version of the loci 
characteristic method (CL) for extracting the numeral features. 
After a preprocessing of the numeral image, the method 
divides the image into four equal parts and applies the 
traditional CL to each of the parts. The recognition rate 
obtained by this method is improved indicating that the 
numeral features extracted contain more details. Numeral 
recognition is carried out in this work through k nearest 
neighbors and multilayer perceptron techniques. 
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1. INTRODUCTION 
For the last three decades, the recognition of handwritten and 
printed letters has played a crucial and highly beneficial role 
in tedious and hard tasks such as postal sorting, bank check 
reading, order form processing, robotics etc [9].  
Several numerals recognition schemes have been proposed in 
the literature [9, 11]. They are all concerned with finding ways 
of how to differentiate between the different numerals. They 
are also interested in finding techniques for better numerals 
classification. Methods proposed in this context include 
dynamic programming, hidden Markov modeling, neural 
networks, support vector machines, k nearest neighbors, etc 
[9, 11]. 
Numeral features extraction is a delicate process and is crucial 
for a good numeral recognition. It consists of transforming the 
image into an attribute vector which contains a set of 
characteristics making the numeral recognition an easy task. 
The classifier performance is highly correlated with a 
pertinent choice of the attribute vector. The classification 
results may be very poor if the attributes describing the 
numerals are not as discriminate as they should be. The most 
representative attributes for numerals must fulfill requirements 
such as, small intra class and high inter class variances, small 
number of attributes, scale, and translation and rotation 
invariants. Previous works have used invariant moments [4] 
Zernike moments [15], freeman coding [3], horizontal, 
vertical and different orientation profiles, Fourier and Gabor 
descriptors [6, 10], water reservoir [9]…  
Today numeral features extraction is still an open research 
work. The big variability of handwriting, the different styles 
and fonts used for printed numerals and the conditions of the 
writers, make the recognition process a complex task. We 
have used in this work a database of 600 numerals, printed 
and handwritten, provided by various categories of writers. 
In section 2 numeral features extraction method is presented. 
The k nearest neighbors and the multilayer perceptron 
techniques of classification are discussed in section 3.  

 

The proposed system is presented in section 4, section 5 gives 
experimental results and discusses ways for reducing the 
attribute vector size. Finally, we give a conclusion in section 
6. 

2. NUMERAL FEATURES EXTRACTION 
Loci characteristic method has initially been proposed by 
Gluksman in 1967 [1, 2, 7]. The method has been widely used 
because of its many advantages. It is insensitive to small 
perturbations, robust to variations in styles and fonts, and has 
obtained good results in recognizing handwritten numerals 
[7].  
The method is based on the pixels background rather than the 
numeral pixels themselves. The loci characteristics are 
generally defined on horizontal and vertical directions. They 
are computed with respect to the number of white to black 
transitions in the right, down, left and up directions for each 
background pixel of the image. For each background pixel, a 
number of four digits is obtained, called a loci number 
(figure.1) 
A scanning of all the image background pixels is carried out, 
an attribute vector element is constituted by the total number 
of background pixels having the same loci number [5, 8]. 
We begin this approach by cropping the numeral from its 
background, which only leaves the interesting part of the 
image. 
Traditional CL limits for each background pixel, the number 
of transitions to two, the size of the attribute vector is 34=81, 
and the numeral recognition rate is generally relatively small. 
Other studies have extended the number of transitions to three, 
this has obtained more details for the CL vector and the size of 
the attribute vector has however increased to 256. In other 
studies, along with three transitions considered for the pixel, 
four pixel background borders around the numeral image have 
been used (figure.2). With these modifications, improved 
recognition rates as compared to the traditional CL were 
obtained. 
 

 
 

Fig 1: Loci number for background pixel's 'x', the pixel 

code is (1,1,0,1) 
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Fig 2: The characteristic loci obtained: (a) without a border. 

(b) with 4 pixels border. 

3. RECOGNITION METHODS 

3.1. K nearest neighbors (KNN) 
K nearest neighbors is a widely used method for data 
classification. Proposed in 1967 by Cover et al. [12], it has 
been widely used in handwritten numerals recognition [9] for 
its conceptual simplicity, theoretical elegance and its 
robustness [14]. KNN is a method which was inspired from 
the closest neighbor rule, it is based on the hypothesis that 
only the closest neighbor has most influence on the 
classification decision approach. KNN is based on computing 
the distance between the test data and the different learning 

data samples [9] and then attribute the test sample to the k 
nearest neighbors. 
This method is apparently simple and easy to program when it 
is compared to neural network and support vector machine 
methods. It requires however a large amount of memory to 
store and examine the data. Since several decades, researches 
have tried to improve the method, by reducing the size of data 
in the hope of reducing the processing time (condensing). 
Data to be discarded concerns the outliers and biased data and 
also if possible to remove overlapping between classes which 
give rise to a more sure decision for data classification task 
(editing) [13]. 

3.2. Multilayer Perceptron (MLP) 

3.2.1. Network structure  
Multilayer networks are defined as mathematical models 
corresponding to a very much simplified version of the 
biological reality. They have been inspired from a long study 
of human brain and how the human neurons function [14]. 
Artificial neural networks in general and MLPs in particular 
have been widely used for data classification, pattern 
recognition, prediction, signal processing etc… 
 MLPs are forward propagation networks where the two 
closest layers are fully connected. The structure of an MLP is 
an input, an output and a certain number of hidden layers. We 
have been limited, in this work to one hidden layer, this have 
shown to be sufficient after many simulations carried out 
(figure3). The number of neurons in the hidden layer has 
generally been determined heuristically or by trial and error 
[17, 21, 22]. The input layer has n1 neurons that we call nek, 
1≤k≤n1, the hidden and output layers contain n2 and n3 neurons 
that we respectively call ncj and nsi, where 1≤j≤n2, 1≤i≤n3. 
 

)1(
kz is the realization of the attribute vector component for a 
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for        i= 1,2,…,n3. 
Notice that the superscripts (1), (2) and (3) represent 
respectively input, hidden and output layers. 
 

 

 
 
 
 

                      .         . 

                      .         . 

                      .         . 
 
 
 
 
 
 
 

 

Fig3: Structure of a multilayer perceptron neural network. 

 
The MLP is characterized by its ability to learn and gradually 
improve its performance through a learning process [18]. 
Learning is a phase where the behavior of the network is 
modified by modifying the synaptic weights until a desired 
output pattern is obtained. The type of learning is determined 
by the way how the network synaptic weights are updated. 
There are three principal learning types, gradient 
backpropagation algorithm, hebb rules and competitive 
learning. 
In this work, we have used the gradient backpropagation 
algorithm, the objective is to minimize the squared error 
between the desired and computed output of the MLP. Figure 
4 shows the different steps of the gradient backpropagation 
algorithm. 
 

 
1. Randomly initialize the synaptic weights between -1 
and 1. 

2. Randomly apply a realization vector of an object to 
the input layer and its corresponding known output 
to the output layer. 

3. Compute the network output and error E between 
computed and desired outputs. 

4. Adjust the weights by the gradient method : 
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 η  is the learning rate, which is in general a value 

between 0.1 and 0.9. r = 1, 2. 
5. Go to 2 as long as the network does not show 
satisfactory performances. 

 
 

Fig 4: gradient backpropagation algorithm 

 
Algorithm convergence is achieved when the synaptic weights 
remain almost steady and the computed outputs are close 

enough to the desired ones. 
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The synaptic weight 
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ijw may now be updated. 
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The derivation in this case is similar to that presented 
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3.2.2. Determination of number of neurons in the 

hidden layer. 

The recognition performance of backpropagation network will 
highly depend on the structure of the network and training 
algorithm [16], especially number of neurons in the hidden 
layer. The learning rate used for the backpropagation 
algorithm is 0.4.  
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The attribute vector obtained is composed of four vectors of 
size 81 each, i.e, an attribute vector of size 324. The structure 
of the MLP used is, an input layer with 324 neurons, an output 
layer with 10 neurons where each of them represents a 
numeral from 0 to 9. Therefore only the number of neurons in 
the hidden layer needs to be determined.  
Several experiments were carried out to determine this 
number that obtains the best performance of the network, table 
1 illustrates the influence of this number on the recognition 
rate. 

Table 1: number of neurons in the hidden layer with 

respect to the recognition rate of numerals 

Number of neurons 

in the hidden layer 

Recognition rate (%) 

15 98.5 
20 99 

30 98 
40 98 
80 98 
100 
. 
. 
140 

98 
. 
. 

97.5 
 
Table 1 highlights the fact that a number of 20 neurons in the 
hidden layer obtains good recognition rate performance of 
isolated numerals. The number 20 was also adopted in other 
studies published in the literature [5, 19, 20]. 

4. PROPOSED SYSTEM 

The system proposed contains three main steps, 
preprocessing, features extraction and classification. The full 
system is shown in figure 5. 
 

 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5: Proposed scheme for numerals recognition. 

 
The preprocessing stage consists of initially binarizing the 
numeral input image which is presented in grey level, setting 

out a threshold value against which the image pixels are 
compared, if the pixel value is greater than the threshold, it is 
set to one, it is set to zero otherwise.  
The next stage is to only preserve the numeral position in 
image by cropping it (figure 6). Final stage is to carry a 
transformation on the cropped numeral image in order that it 
gets a fixed size chosen here to be 40× 40 pixels. The numeral 
image is then divided into four equal parts of size 20× 20. We 
add two lines to each side of the subimage making its size to 
be 24× 24 instead of 20× 20. This will make it possible to 
account for the numeral pixels positioned in the subimage 
edge. We apply the traditional CL with two transitions for 
each part of the image. KNN and MLP methods are used for 
classification task.  
Figure 6 shows the extraction of just the useful zone, figure 7 
shows an image divided into four parts of equal size. 
 
 
 
 
 

 
      

    Fig 6: Useful zone of number 9.    

                           

 

 

 

 

Fig 7: Image division into 4 zones. 

5. EXPERIMENTAL RESULTS AND 

COMPARATIVE STUDY. 

5.1. Experimental results. 
We have used a database formed of 600 Arabic numerals, 
both printed and handwritten by different writers. A sample of 
the database is shown in figure 8. The database is divided into 
two sets, one set of 400 numerals is used for learning and the 
remaining 200 numerals are used for the test stage. The 
classes are equipropables.  

 
Fig 8: A sample of handwritten and printed Arabic 

numerals. 

 
Table 2 shows the recognition rate for each numeral from 0 to 
9 achieved by the two methods, kNN and MLP

Binarization 

Cropping 

Zone1 Zone2 

Zone3 

Useful zone 

Features 
extraction 

Image Division 

                           KNN 

Classification: 
                           MLP 

Zone4  

Normalization 

Input 
image 
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Table 2: Arabic numeral recognition by kNN and MLP. 

 
 

 

 
 

 

 
 

 

 

 

 

 
 

 
 

 
Table 2 shows that the average recognition rate is high for the 
two methods, despite that the MLP outperforms the kNN.  

5.2. Comparative study 
Table 3 shows the recognition rate results of Arabic numerals, 
using the proposed system, the traditional CL and CL with 
extension already proposed in the literature [5]. The CL with 
extension considers three transitions and a 4 pixels border 
added after cropping.  

Table 3 shows that the results obtained by the proposed 
methods are good, especially with the MLP where the 
recognition rate achieved is 99%. Dividing the image into four 
equal parts has provided more details for the attribute vector 
which has become more discriminate and has been able to 
differentiate between nearly similar numerals such as 3, 8 and 
5, 6, 9. A well designed MLP algorithm is also crucial for 
achieving good results. 

Analyzing the attribute vectors obtained for different numerals 
in our database, we noticed that there are some attributes 
which have zero for their loci values such as (2,2,2,2); 
(2,2,2,1); (2,2,2,0); (2,2,1,2); (2,2,1,1); …etc and have 
therefore no effect on system performances. They represent 
redundant information and may simply be discarded from the 
attribute vector. Discarding these attribute elements from the 
attribute vector has reduced its size to 198 while it was 
initially 324. The recognition rate results obtained by the new  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

attribute vector are exactly the same as those obtained in table 
3.  

6. CONCLUSION 
In this work we have presented a new system for recognizing 
Arabic numerals, using the characteristics loci (CL). The 
image representing the numeral is initially preprocessed; it is 
binarized, cropped, brought to a fixed size, enlarged by two 
pixels added on each of its sides and divided into four equal 
parts. Traditional CL is applied to each part of the image. This 
process provides more information on the numeral and 
reduces the recognition error rate. The proposed technique 
was compared with some CL based methods published in the 
literature, using the k nearest neighbors and multilayer 
perceptron classifiers. The simulations have obtained good 
results; a recognition rate of 99 % was achieved with the 
proposed method and the MLP classifier despite the different 
styles, fonts, scripts and writers. 
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