
©FUNPEC-RP www.funpecrp.com.brGenetics and Molecular Research 14 (3): 9898-9906 (2015)

Superiority of artificial neural networks for a 
genetic classification procedure

I.C. Sant’Anna1,4, R.S. Tomaz3, G.N. Silva2,4, M. Nascimento2,4, 
L.L. Bhering1 and C.D. Cruz1,2,4

1Programa de Pós-Graduação em Genética e Melhoramento, 
Universidade Federal de Viçosa, Viçosa, MG, Brasil
2Programa de Pós-Graduação Estatística Aplicada e Biometria, 
Universidade Federal de Viçosa, Viçosa, MG, Brasil
3Universidade Estadual Paulista “Júlio de Mesquita Filho”, 
Dracena, SP, Brasil
4Laboratório de Bioinformática Universidade Federal de Viçosa, 
Viçosa, MG, Brasil

Corresponding author: I.C. Sant’Anna
E-mail: isabela.santanna@ufv.br

Genet. Mol. Res. 14 (3): 9898-9906 (2015)
Received February 13, 2015
Accepted May 8, 2015
Published August 19, 2015
DOI http://dx.doi.org/10.4238/2015.August.19.24

ABSTRACT. The correct classification of individuals is extremely 
important for the preservation of genetic variability and for maximization 
of yield in breeding programs using phenotypic traits and genetic 
markers. The Fisher and Anderson discriminant functions are commonly 
used multivariate statistical techniques for these situations, which allow 
for the allocation of an initially unknown individual to predefined 
groups. However, for higher levels of similarity, such as those found in 
backcrossed populations, these methods have proven to be inefficient. 
Recently, much research has been devoted to developing a new paradigm 
of computing known as artificial neural networks (ANNs), which can 
be used to solve many statistical problems, including classification 
problems. The aim of this study was to evaluate the feasibility of 
ANNs as an evaluation technique of genetic diversity by comparing 
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their performance with that of traditional methods. The discriminant 
functions were equally ineffective in discriminating the populations, 
with error rates of 23-82%, thereby preventing the correct discrimination 
of individuals between populations. The ANN was effective in 
classifying populations with low and high differentiation, such as those 
derived from a genetic design established from backcrosses, even in 
cases of low differentiation of the data sets. The ANN appears to be a 
promising technique to solve classification problems, since the number 
of individuals classified incorrectly by the ANN was always lower than 
that of the discriminant functions. We envisage the potential relevant 
application of this improved procedure in the genomic classification of 
markers to distinguish between breeds and accessions.
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INTRODUCTION

Plant breeding is the most useful strategy to sustainably increase productivity while 
preserving genetic diversity (Barbosa et al., 2011). Genetic diversity in germplasm collections 
can be studied in many ways, either with the use of genetic markers or based on qualitative/
quantitative agronomical traits. In both cases, several statistical techniques can be used to pre-
dict the level of diversity. Studies of genetic diversity provide information on the possibility 
of preliminary selection of superior accessions and the successful use of these genotypes in 
breeding programs (Cruz et al., 2012), and can also facilitate genebank management, thereby 
saving time and resources.

To achieve these goals, multivariate statistics have been widely applied to measure 
genetic diversity. This approach is used to characterize the genetic structure of populations as 
a selective indicator of promising genotypes, as well as for germplasm conservation (Viana et 
al., 2006; Oliveira et al., 2007; Barbosa et al., 2011). However, as in most fields of biological 
sciences, the results of statistical analysis based on traditional algorithms tend to be unsatis-
factory, particularly for classification analysis. According to Reby et al. (1997), these meth-
ods are often rather inefficient when the data are non-linearly distributed, even after variable 
transformation.

In this sense, artificial neural networks (ANNs) represent a particularly interesting tool 
to deal with these problems, since these learning machines can act as universal approximators 
of complex functions (Gianola et al., 2011). These ANNs have been applied in the context of 
agriculture in different ways, e.g., to identify the early stages of pest or disease development, 
classify satellite images (Barbosa et al., 2011), and to establish evaluation categories of growth 
and yield models (Castro et al., 2013), among others. Furthermore, performing analyses using 
computational methods that are capable of “learning” represent a breakthrough for studies 
involving statistical procedures in genetics (Bishop, 2007).

In this context, the purpose of this study was to ratify the efficiency of ANN in stud-
ies on genetic diversity or population discrimination, by conducting the first comparison of 
different techniques at higher levels of difficulty of discrimination. This study is applicable to 
cases in which there is prior knowledge of the topological structure of the populations tested, 
since the information used was extracted from simulated data derived from a backcrossed de-
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sign, which is widely used in plant and animal breeding. The approach of using backcrossed 
populations was based on the fact that breeders generally consider the recovery of a recurrent 
parent after 4 to 5 backcrossed generations, making the different lines indistinguishable except 
with regard to the trait under selection. Thus, overcoming this in distinguish hability threshold 
would provide evidence of the potential of the technique and its viability for extrapolation to 
genetic studies of this order of complexity, which would increase the success of mutagenic, 
transgenic, and genomic analyses.

In this study, the feasibility of the ANN technique for evaluation of genetic diversity 
was investigated. A multilayer perceptron ANN was implemented that can suggest a classifica-
tion and the formation of divergent groups, using simulated data in low-differentiation scenarios.

MATERIAL AND METHODS

Genotypic data of 10 populations in Hardy-Weinberg equilibrium, with 100 plants 
each, were simulated. Information of 50 codominant markers was generated and used to cal-
culate the dissimilarity matrix by Nei’s genetic distance (Nei, 1972). With this index, the pair 
of the most divergent populations was selected to simulate genotypes in a hierarchical mating 
system consisting of 10 populations, each with 100 plants, obtained from five backcrossing 
(Bc) generations (Figure 1). 

The genotypic information of 13 populations (  with  for P1;  for P2; 
 for F1;  for BcXa; and  for BcXb) was used to simu-

late the phenotypic values of 13 quantitative traits. Each trait was assumed to be controlled 
by 20 random loci, with differential additive effects determined by weights given by a bino-
mial distribution, representing the importance of the locus in the total genotypic variability of 
the trait, and the mean degree of dominance equal to zero. We used , 
where:  corresponds to the phenotypic value; µ is the overall trait mean;  the genetic ef-
fect associated with the ith individual of the jth population, given by the weighted sum of the 
effects of each explanatory marker of the trait;  is the random error, and ; 
assuming heritability (h2) values of 20, 25, 30, ..., 80%, and numerical mean values equal to 
the heritability.

The simulated characteristics were separated into two categories: Category 1 for low-
heritability traits (h2 = 20, 25, ..., 50%), and Category 2 for high-heritability traits (h2 = 55, 60, 
... 80%). The population set for each category of simulated characteristics was considered in 

Figure 1. Structured diagram of backcrossing between the pair of the most divergent populations (P1 and P2) and 
their backcrosses (a) and (b).
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six scenarios (1 to 6) with distinct differentiation degrees determined by the similarity degree 
of the populations involved. The distinctiveness scenarios (DS) to be analyzed by the equa-
tions of the discriminant functions and the ANN are presented in Table 1. The processes of 
genotypic, phenotypic, and breeding simulations were performed using the simulation module 
of the GENES software (Cruz, 2013).

DS Genetic design Sample size

1 P1, P2, F1   300
2 P1, P2, F1, Bc1   500
3 P1, P2, F1, Bc1, Bc2   700
4 P1, P2, F1, Bc1, Bc2, Bc3   900
5 P1, P2, F1, Bc1, Bc2, Bc3, Bc4 1100
6 P1, P2, F1, Bc1, Bc2, Bc3, Bc4, Bc5 1300

Table 1. Constitution of differentiation scenarios to be analyzed by the discriminant functions and artificial 
neural networks.

Discriminant analysis

This procedure was adopted under the assumption that the group to which the acces-
sions belong to is known information. Thus, the consistency of the grouping was verified using 
Fisher’s (1936) and Anderson’s (1958) discriminant analysis methods, as described by Cruz et 
al. (2014). Using the discriminant functions and data of the proper populations , the apparent 
error rate (AER) was estimated, which measures the efficiency of these functions to classify 
the accessions correctly in the previously established populations.

The AER was determined by the ratio between the number of erroneous classifications 
and the total number of classifications (Cruz et al., 2014), according to: , 
where  is the number of observations of population  that were classified into another popu-
lation by the discriminant functions, , where  and  1, 2, ..., 13 populations; consider-
ing: , where  is the number of observations related to population .

Simulated amplification of experimental data for network training

For training purposes of the ANNs, data were amplified in a process described by 
Silva et al. (2014), in the case of data obtained from experiments in a randomized complete 
block design. Information of 2600 genotypes was generated for the ANN training set. The 
process of data amplification has the unique feature of preserving the data characteristics of 
the original populations and, as shown in this study, can be a viable alternative in common 
practical situations in which only a small amount of data are available.

ANN construction and evaluation

Feed-forward back propagation multilayer perceptron networks were created using 
the Matlab software version 7.10.0. (The MathWorks Inc., Natick, MA, USA) and the integra-
tion module in the program GENES (Cruz, 2013). The training algorithm trainbr was used, 
along with a network architecture consisting of three hidden layers, tansig or log sig activation 
functions, with the number of neurons varying from 6 to 15 in the first layer, 10 to 40 in the 
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second layer, and 10 to 40 in the third layer. Literature reviews showed that many discrimina-
tory studies have used a lower number of neurons, although preliminary analyses indicated the 
need to expand this number, which reflects the degree of complexity and scope of a study. In 
certain situations, the study objective is the discrimination of a parent and the fifth backcross 
generation in which the similarity degree, determined by quantitative genetics, exceeds 98%.

The maximum number of iterations (or epochs) was 2000. All combinations of neuron 
numbers and activation functions in the hidden layers were checked.

Two different ANN architectures, one for each category of characteristics, were con-
sidered. Six and seven entries (corresponding to the different characteristics evaluated) for 
Category 1 and 2, respectively, were considered. The output layer consisted of one neuron and 
the output was represented by the  value estimated by the ANN. An example of the ANN 
architecture is provided in Figure 2.

Figure 2. Architecture of the artificial neural network (ANN). Entries (X1) to (X 6/X 7) in the input layer are related 
with the simulated characteristics and are considered input. The hidden layers consisted of  (i ranging from 1 to 
15 or 40 nodes), with tansig or logsig activation functions. All combinations were explored. In the output layer, the 
RNAs were returned to classifiy the individual to their population.

RESULTS AND DISCUSSION

Fisher and Anderson discriminant analyses

The Fisher and Anderson discriminant analyses were equally ineffective in discrimi-
nating the populations, with error rates of 23-82%, thereby preventing the correct discrimina-
tion of individuals among different populations (Table 2).

For the 1st DS, the AER ranged from 23 to 27% considering Categories 1 and 2, 
which is considered unsatisfactory. For the 2nd to 6th DS, difficulty of discrimination was 
expected owing to advancement of the backcross populations. Assuming equitable gametic 
contribution to the advancement of generations, the recovery of the recurrent parent in gen-
eration x occurs at a ratio of [(2χ+1 - 1) / (2χ+1)]. Therefore, the similarity between Bc5 and the 
recurrent genitor is approximately 98%. This degree of similarity makes the discrimination 
among different backcross populations and their recurrent parents rather difficult. Thus, the 
AER measured in the DS containing backcrossed populations was higher than 50%, exceed-
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ing 80% in the 6th DS. These results demonstrate that the procedures based on multivariate 
discriminant functions are unsatisfactory for use in the discrimination of populations derived 
from controlled crosses.

DS                                                  Category 1                                                           Category 2

 FIS AND FIS AND

1 27 27 23 23
2 53 53 55 55
3 66 66 68 68
4 75 75 74 74
5 78 78 78 78
6 81 82 80 80

Table 2. Apparent error rate (%) estimated by Fisher’s discriminant functions (FIS) and Anderson’s discriminant 
function (AND) for the discrimination of populations in Categories 1 and 2 in the distinctiveness scenarios (DS).

In this context, it is worth emphasizing that discriminant analysis techniques have 
been used successfully in many breeding projects, and are thus applicable for different pur-
poses in some simple scenarios. However, with the advent of molecular genetics, in which 
a relatively large amount of information is available and the genotypic differences are very 
subtle, both in effect and expression, alternative techniques of discrimination have become 
necessary. In practical experiments, it is rather difficult to establish slightly or very different 
population pairs, due as much to experimental difficulties as to theoretical aspects, since the 
effects of factors such as selection, gene flow, genetic drift, and the mating system are difficult 
to quantify, and thus hamper the acquisition of prior knowledge of work scenarios.

Table 3 shows the results obtained with the ANN. The AER in the training stage was 
zero in the first four DS in both trait categories, indicating the efficiency of the ANN in un-
equivocally differentiating populations up to the 3rd backcross generation. Even when consid-
ering the 5th DS, which involves Bc4 populations, the discriminating power of the ANN was 
large, with AER ≤ 2% in both categories. When assessing the 6th DS, AER values lower than 
20% were observed in the training stage as well as in the validation stage, considering both 
trait types. These results are superior to those obtained by the discriminant functions, indicat-
ing the great potential of ANN for population discrimination.

DS                                                  Category 1                                                          Category 2

 ANN tr. ANN val. ANN tr. ANN val.

1   0   0   0   0
2   0   0   0   0
3   0   0   0   0
4   0   0   0   0
5   1   0   1   0
6 19 15 19 13

Table 3. Apparent error rate (%) estimated by the artificial neural network (ANN), in the training (tr.) and validation 
(val.) stages for the discrimination of populations in Categories 1 and 2 in the distinctiveness scenarios (DS).

Results related to the differentiation of populations are highly important, both from 
the aspect of breeding as well as in studies on the adaptation and evolution of population 
groups (Cruz et al., 2011). Studies on population or genotype diversity and differentiation are 
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essential for classical breeding programs aimed at establishing heterotic groups and for iden-
tifying hybrid combinations with greater vigor, and are equally valuable in genome analyses 
with the aim to establish a minimum difference between genotypes, at the nucleotide level, 
in relation to gene expression levels. Our results demonstrate the unfeasibility of using bio-
metric techniques for discriminant analysis to differentiate populations with a medium to high 
similarity degree, such as backcross derivatives, due to the high misclassification rate. In this 
sense, the ANN proved to be superior, providing very satisfactory results.

ANNs have been increasingly used in agriculture to solve problems of subjectivity re-
lated to the classification of genotypes. Oliveira et al. (2013) used ANNs for the pre-selection 
of polyploid banana. The authors demonstrated that the ANNs correctly classified 10 of the 11 
samples used for validation and that the implemented ANNs were effective for pre-selecting 
desirable polyploid banana. Espinhosa and Galo (2004) used an ANN to classify water and 
aquatic plants. The ANN allowed for a clear separation of the different occurrences of geo-
phytes and variations in the water. Nascimento et al. (2013) used ANNs to classify alfalfa 
genotypes, confirming their superiority over commonly used methodologies.

Attention should also be paid to the fact that the successful application of ANNs de-
pends on factors such as the size and quality of the data set used for training; in particular, 
the data in the training phase must be representative and sufficiently large in order to ensure 
the reliability of estimates in the validation stage (Kavzoglu, 2009). In this study, the option 
of using an expanded database that could preserve the data structure, such as the mean vector 
and variance-covariance matrix, proven to be a viable alternative for the purpose of training 
the ANN. It should also be noted that, according to Braga et al. (2011) and Haykin (2001), 
an excessive increase in the number of neurons can lead to a loss of generalization of ANNs.

Information about the architecture of the ANN to be used is also very important, given 
the lack of this type of information in the scientific literature. Table 4 shows the number of 
neurons and their activation functions that provided the most accurate ANNs.

DS  Number of nodes   Activation function*

 L1 L2 L3 L1 L2 L3

1   6 10 18 tansig tansig logsig
2   6 30 30 tansig tansig tansig
3 15 30 35 tansig logsig logsig
4 15 35 40 tansig tansig logsig
5 15 40 40 logsig tansig logsig
6 15 40 40 tansig tansig logsig

*logsig = logistic sigmoid activation function used by the MATLAB software; tansig = hyperbolic tangent activation 
function used by the MATLAB software.

Table 4. Architecture of the most accurate artificial neural networks (ANNs). The number of neurons and 
activation function are listed for each hidden layer (L1, L2, and L3) in the six distinctiveness scenarios (DS).

Configurations with 6 to 15 neurons were evaluated in the first layer, 15 to 40 in the 
second and third hidden layers, and their combinations of hyperbolic tangent activation and lo-
gistic sigmoid functions were determined. The tested configurations were appropriate for solv-
ing the problem. In the first and second hidden layers, a hyperbolic tangent activation function 
predominated, whereas logistic sigmoid activation functions predominated in the third hidden 
layer. Silva et al. (2010) reported that the number of neurons in the hidden layer used in clas-
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sification problems and linear filter patterns is given by (2i + 1), where i is the number of input 
variables. However, the same authors stated that this number may be insufficient in the case 
of problems of a very complex nature, such as that considered in the present study. Although 
previous reports have suggested that the second hidden layer should contain fewer neurons 
than the third (Silva et al., 2010), this result was not consistent with that inferred from our data, 
since more accurate architectures were obtained.

It should also be emphasized that the establishment of the ANN was computation-
ally intensive, since it took 7-8 weeks to adjust the weights of the 5th and 6th DS. This long 
period was required for the search of the best network, and involved determining the number 
of neurons in hidden layers and the appropriate activation function. For this reason, it is very 
important to obtain information about the ANN architecture required to solve classification 
problems of this or a similar nature. For the 6th DS, other configurations with a higher number 
of hidden layers could be investigated, although according to Ardö et al. (1997), the accuracy 
and number of these ANN are not related.

Examples of the efficiency of ANN in studies focused on classical breeding have 
been reported in the literature. Barbosa et al. (2011) compared the genetic diversity in papaya 
(Carica papaya L.) accessions considering eight characteristics of a quantitative nature. They 
compared the performance of ANNs with Anderson’s discriminant analysis for the classifica-
tion of accessions, and concluded that the ANN could efficiently rank the accessions to study 
genetic diversity. A similar result was found by Cho et al. (2002), in a discrimination study of 
weed and radish plants. The authors concluded that ANNs could replace the discriminant func-
tions when classifying plants into previously known groups, provided that a suitable ANN is 
established. Our results, based on a study involving populations with an a priori known degree 
of similarity, can be considered solid and consistent in contrast with the examples from the 
literature, since, according to Braga et al. (2011), the performance of ANNs is better than that 
of conventional methods. In view of the possibility of using unsupervised learning algorithms, 
ANNs have the advantage of not requiring prior knowledge about the number of classification 
groups, which is a requirement of discriminant functions (Cruz et al., 2011), thereby enabling 
their use in contexts beyond controlled crosses.

In summary, ANNs were effective in classifying populations with low and high dif-
ferentiation, such as those obtained via a genetic design established with populations derived 
from backcrosses, even in cases of low differentiation of the data sets.

The network structure with three hidden layers with 6 to 15 neurons in the first layer, 
15 to 40 neurons in the second layer, and 15 to 40 neurons in the third layer allowed for clas-
sification of the studied backcross populations.

The tested network settings were also suitable to establish ANN with a zero error for 
most scenarios evaluated.

In classification analyses, the approach using ANNs performed far better than the 
conventional discriminant analysis methods.
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