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Abstract  
We consider factor models used in the problems of 
residual statics and waveform correction. Such models 
lead to a system of linear equations, which allows us to 
perform a detailed analysis of the solutions obtained. In 
particular, it is possible to understand the problem of long-
period statics and its connection with acquisition 
configuration. At the same time, it is shown how this 
problem can be solved at the algorithmic level with 
optimization of the used a priori information. The latter is 
especially relevant for the analysis of dynamic problems. 
In the study of linear systems two approaches are 
implemented: (i) an iterative process of consistently 
refining the factor estimates, and (ii) introducing heuristic 
conditions that ensure uniqueness and stability of the 
solution. 

Introduction 
Linear factor models are widely used in statistical 
analysis, for instance, they are typical in analyzing 
regression and variance of experimental and field data. 
One class of these models appeared in seismic 
exploration. It was originally associated with the tasks of 
separating waves and temporal statics correction 
(Holtzman, Troyan 1967; Hileman et al., 1968; Taner et 
al., 1974). Then these models were extended and 
generalized to the tasks of analysis and correction of the 
seismic signal shape (Gurvich, 1970; Goldin, Mitrofanov, 
1975; Mitrofanov, 1980; Taner, Koehler, 1981). The 
essential point for the factor models is their linear 
structure with respect to the unknown parameters 
(factors), that allows us to apply the methods of linear 
algebra and to conduct in-depth studies of the properties 
of the obtained solutions, see Mitrofanov (1975) and 
Wiggins et al. (1976).  

As a result, non-uniqueness of the solutions was 
analyzed, as well as the influence on the non-uniqueness 
of both the factor model and the acquisition configuration. 
This made it possible to separate the effects affecting the 
non-uniqueness of determining the structure of the factor 
model and the observation system.  At the first stages, 
rather short observation profiles were considered, 
therefore the focus was on rather local features of 
observations: multiplicity, angular observations. Also, 
already at that time was a comprehension of the problem 
of low-frequency statics (Kirkham, Poggnagliolmy, 1976). 
However, for a long time, this problem, although 

associated with the structure of observations, was not 
explained from the point of view of non-uniquely 
determined components of the model. In our report we 
will try to give such an explanation. Moreover, it will be 
shown that this problem is a consequence of some 
intrinsic links between the factor model and features of 
the observation system. 

These studies were initiated by offshore engineering 
seismic survey, where have been used the observation 
systems with significant ratios between profile length and 
source-receiver spread. The results obtained open up 
completely new aspects of factor models and may be of 
interest to researchers in other areas. 

Method 
Factor models used in seismic surveys to represent plane 
waves or the residual arrival times of seismic signals, as 
well as the variations in their shapes, can be given in the 
following general form (Mitrofanov, 1988) 
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Here functions  and  do 

not change along lines , . It 
is this feature that determines the order of 
parameterization (factorization) of such models. We 
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obtained estimates are determined by these parameters, 
and furthermore, their properties of depend on . 

As the most known examples in the seismic 
exploration, we consider two four-factor models. The first 
one is a model of residual time correction or static 
correction:  

(2) ,  
and the second one – a model of surface consistent 
deconvolution with a fixed frequency : 

(3)  .  
These models are based on expression (1) with 

 and . Next, for the 

model (2) we define  with 

p=3,4, and  select with even positive powers of the 

corresponding argument (including zero degree). For 

model (3) we define  and 

. In both models indices  and  correspond to 

the numbers of sources and receivers, and ,  
- to the numbers of the common midpoints and common 
offsets, respectively. Both models have worked well in 
seismic data processing. However, the limitations of these 
models are known. Thus, model (2) requires the 
symmetry of the residual travel time shifts. This condition 
is usually provided for monotype waves in the case of 
profile observing systems. Model (3) does not require 
symmetry with respect to source-receiver spreading, but 
only allows to determine general characteristic of the 
medium at different offsets. 

Model (1), as well its particular cases (2)-(3), linearly 
depends on unknown parameters, which provides a fairly 
simple study of its properties and can be used in the case 
of large amounts of input date. But a more significant 
point is that the obtained estimates of unknown 
parameters (factors) can be used in solving various 
problems, for example, accounting waveform variation or 
determining target parameters of the medium. 

The structure of model (1) defines the block type of 
the corresponding linear system, i.e.,   
(4) ,                                        
where  consist of values of , respectively, 

ordered in a certain way by observation points, and vector 
 consists of certain values of factors . Matrix 

, where elements of  are 

defined by the values of  as well as by the 

representation  of a certain value of factor  in  fixed 

. The block structure of  permits to formulate a 

block linear system, arising in the least square method 
(LSM), providing a solution to overdetermined system (4) 

when the number of observations is greater than the 
number of unknown factors. It also allows us to formulate 
an iterative process in the following matrix form 
(Mitrofanov, 1978): 
(5) ,  
where  

(6)   

Here  is the vector of factor estimates obtained at the 

-iteration, and . Matrixes  are 

composed of  or , and  are blocks 

of the identity matrix. In this case, matrixes  

coincide with the blocks of the matrix of the LSM-system.  
Iterative process (5) is a particular case of the over-

relaxation method (Marchuk and Kuznetcov, 1975), which 
converges to the solution of system (4) obtained by the 
least square method. The method does not require the 
construction of a common matrix and can be simply 
organized, which is essential in the case of a large 
amount of the data. It also weakly depends on the 
possible cut of few observations under their analysis. At 
the same time, on its basis it is possible to investigate the 
structure of non-uniquely determined factor components. 
The latter is important when choosing the required a priori 
information. 

When the question of the structure of non-uniquely 
determined factor components is resolved, then the a 
priori information, providing a unique solution of system 
(4), can be formed. The type of a priori information is 
determined by field data or some heuristic ideas that may 
be, for instance, of finite difference or statistical nature. 
For factor models (1) such ideas are rather simply 
formulated in a linear form (Scheffe, 1980; Mitrofanov, 
1988), which makes it possible to consider a generalized 
version of the LSM-system (using Lagrange’s undefinite 
multipliers), see (Rao, 1968) 

(7)   

where  are determined by the type of a priori data. 
In the absence of real a priori information, the second 
matrix equation can be formed on the basis of the 
indicated heuristic ideas. In this case, we usually have 

. The obtained solution can be corrected using a 
priori information having an optimum amount of data and 
form (Mitrofanov et al., 2011). 
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Examples 
We utilized the marine data obtained using submerged 
receivers in the White See, the north part of Russia. The 
data had a wide frequency spectrum and required high-
quality processing. The profile of observations was made 
up of 6231 sources configured with 16 receivers. It was 
necessary to analyze the variability of the form of well-
allocated direct wave, taking into account the deeper 
receiver’s system. For such an analysis, the following 
two-factor model was used: 
(8)  , 

which was obtained from (1) with , ,  

, and . Obviously, it will 

be equivalent to the truncated versions of models (2)-(3), 
when they contain only factors:  or . It is 

also equivalent to the classical two-factor model used in 
the dispersion analysis (Scheffe, 1980). The model is well 
studied, and its non-uniqueness is connected only with 
the constant component. But it turned out that this 
completely describes the problem of non-uniqueness for 
the cases of surface observation systems used in three-
dimensional seismic exploration. For the observation 
systems, used in seismic prospecting and significantly 
different from the classical models of dispersion analysis, 
the problem becomes more complex. 

In order to analyze the influence of the observation 
system on the obtained solution, we conducted several 
experiments. Below are results related to the experiments 
in which variations of factors for sources and receivers 
were simulated by sinusoidal functions with different 
frequencies. The experiments are related to the well-
known problem of low-frequency or long-period statics. 
The meaning of the problem lies in the fact that when we 
estimate the factor parameters related to sources and 
receivers in a real seismic experiment, only high-
frequency variations (with a period shorter than the length 
of arrangement) are well estimated.  

Fig.1 shows two observation systems containing 160 
sources. The left system has 128 receivers in the 
arrangement, and the right one - 16. As a result, for both 
observation systems there were 160 values of the source 
factor  and a different number of values for the 

receiver factor . For the left system such values 
were 287, and for the right one - 175. 

For both systems, model data were generated as a 
sum of factor values for the source and receiver. The 
values are represented by sinusoid segments. They are 
shown in Fig.2(a): blue color - the factor values for 
source, and the red - for receiver. Using model data, an 
iterative process was performed to determine the values 
of the factors. Fig.2(b) shows the obtained results. At the 
same time, the top row is related to the observation 
system containing 128 receivers, and the bottom row - 16 
receivers. Fig.2(c) shows the logarithm of the standard 
deviation calculated after each iteration. 

According to the results presented, for the observation 
system with 128 receivers in the spread, it was possible 
to determine accuracy the values of parameters with high 

convergence speed of the iterative process. For the 
second observation system, where the period of 
parameter variations is several times the length of the 
receiver arrangement, the convergence speed of the 
iterative process was slowed down considerably, and the 
obtained estimates were low accuracy. It can be noted 
that in the factor values it is possible to separate the 
spatial frequencies, but some trend components having a 
periodic structure begin to appear. 

Due to the fact that the real observation system 
contained the 16-channel arrangement with a significant 
number of sources, we carried out experiments, which 
have been focused precisely on this type of observation 
systems. Figs.3 shows the results for some of these 
experiments. The top figure shows the factor values, the 
middle part shows the results of their determination, and 
the bottom one – the logarithm of the standard deviation 
by iterations. The results characterize the possibility of 
separating the factors for different spatial frequencies, 
presented in the observations and associated with 
waveform variations in the sources and receivers. The 
carried-out experiments also made it possible to formulate 
a heuristic idea about the nature of long-period 
components, which can be formed under evaluating the 
factor estimates.  

Thus, the factors are stably defined with increasing 
spatial frequencies for the observing system with 16 
receivers in array. This is shown in Fig.3(a) and Fig.3(b). 
We can see that in the case of variations in the original 
factors with a period of about the length of the array, we 
had a good quality estimates of factors, see Fig.3(b). 
However, with increasing the period up to 1,5 array 
length, and, respectively, the period of receiver factor 
variations up to 3 array length, there is deterioration in the 
quality of the determined parameters. At that a noticeable 
correlation of the source factors variation with slower 
receiver factors changes have been observed, see 
Fig.3(a). A similar dependence also occurs for systems 
containing a larger number of sources. Moreover, this 
feature will continue in the case of more complex factor 
models. As an example, in Fig. 4 presents the results of 
the evaluation of factors for model (3) with .  

This correlation shows that in the process of 
sequential refinement for systems with a moving 
arrangement and a large number of sources (many times 
exceeding the length of seismic array), the ambiguously 
determined components of the factor model are localized. 
In particular, for two-factor model (8), where only the 
constant component is non-uniquely determined, such 
localization leads to a redistribution of its value along the 
profile.  

As a result, we have the ambiguity of determining low-
frequency components of the factors, if they are present 
simultaneously, both in sources and in receivers. This 
non-uniqueness is determined by the observation system, 
which does not provide enough coherence between the 
various observations and the model parameters.  

This coherence can be provided by the conditions 
introduced into system (7) in the form of a pseudo a priori 
information (Mitrofanov, 1988). For two-factor models (8), 
this condition may be quite simple, for instance, 
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(9)  

which relates the constant component to the source 
factor. Such conditions provide (for model data) the 
accuracy separation of factors through a solution of (7), 
as evidenced by the results in Fig.5.  

The figure shows the results of the separation of factor 
values in the form of two units (Fig.5(a)) and low-
frequency sinusoidal waves (Fig.5(b), with a period 
exceeding the length of the 16-channel array 1.5 times, 
i.e., this figure corresponded to the experiment shown in 
Fig.3(a). Small shifts in the values of certain factors are 
associated with the redistribution of the constant 
component from the value of receiver factor to the values 
of the source factor in accordance with (9). But such 
redistribution is not local, but global, leading to a general 
shift in all values of the factor. As a result, we are freed 
from the problem of long-period static, caused by the 
feature of observation system with moving receivers. The 
same results we will get for factors models with the 
complex structure, see Fig.6. 

Conclusions 

The results obtained allow us to understand how 
significant observation system and the estimation method 
affect the quality of factors separation. At the same time, 
a significant number of experiments performed showed 
that for observation systems with a large number of 
sources (many times exceeding the length of seismic 
array) the non-uniquely determined component of the 
factor model is localized. Such localization leads to 
redistribution of its value along of profile. As a result, we 
have the non-uniquely defined low-frequency 
components, if they are presented simultaneously in both 
sources and receivers. Such non-uniqueness is defined 
by the system of observations, which does not provide 
sufficient coherence between observations and the model 
parameters. Understanding this fact allows us to provide 
the mentioned above coherence with the conditions 
introduced into the extended linear system (9). In this 
case, the problem of long-period static, which is 
determined by the ratio of the length of the profile and the 
seismic array, is eliminated. 
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Figure 1. Observation systems with different number of receivers in array. 

 

 
Figure 2. Determination of the factor vaules. 

 

 
Figure 3. Determination of the factor values with different spatial frequency for observations with 16 receivers in array. 
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Figure 4. Determination of the factor values in more complex model using observations with different number of receivers in 

array: (a) 16 and (b) 128. 
 

 
Figure 5. Determination of the factors using the solution of linear system (7). 

 

 
Figure 6. Determination of the factors values in more complex model using the solution to extended linear system (7). 

 

 

 

 


