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Abstract: Automatic identification of fish species is very complex and challenging because of the low quality of the 

marine environment. Thus, the identification of fish species using computer vision technology is disrupted. However, 

various researchers only focus on determining the best fish identification method without considering the quality of 

the data used. Therefore, this study presented a new workflow in identifying fish species. A combination of feature 

extraction methods and a backpropagation neural network (BPNN) method was used, which was based on image 

quality improvement techniques using contrast limited adaptive histogram equalization (CLAHE) with adaptive 

threshold by fuzzy c-means. This study compared the results of fish identification on the original data and image data 

that were enhanced using several classifications of machine learning. The results show that data with improved quality 

of the images will improve accuracy for fish species identification and improvement using the proposed method of 

3.56%. This could support the reduction of invasive fish populations through automated fish identification systems in 

unrestricted natural environments based on computer vision technology. 
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1. Introduction 

Threats to natural resources are growing, which 

makes efforts to protect aquatic biota populations are 

very challenging for many countries. World Bank 

data shows that there is an increase in the total 

number of endangered fish. In 2018, the total data on 

endangered fish reached 8,233 species [1]. 

The increasing number of extinct fish species is 

caused by growing environmental pressures on 

human needs so that a large number of fish species 

migrate and ultimately disrupt native fish populations. 

Efforts to overcome damage to native fish 

populations have been made by reducing invasive 

fish populations through traditional fishing 

techniques. However, these fishing techniques 

capture not only invasive fish species but also native 

species. Hence, a manual process is still needed to 

sort the catch, which consumes energy and takes time. 

Besides, not all types of fish biota can be identified 

manually using human eyes [2]. Manual 

identification by humans is susceptible to unexpected 

things that affect the results of classification. 

Therefore, automatic classification based on artificial 

intelligence technology has a significant impact on 

biologists, the government, fishermen, and the 

community. 

Nowadays, the automatic classification technique 

for objects in the marine ecosystem uses computer 

vision technology [3]. This technology has been 

implemented in various sectors. In the aquaculture 

sector, a back-propagation neural network (BPNN) 

method is used to classify marine fish species [1]. 

This technology has been widely used in recognizing 

underwater objects from image data that can be 

obtained using sensors. However, this technology 

depends on the environment and the object being 
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observed [4]. Accurate observation can be achieved 

if the image source is in a noise-free environment [5]. 

The characteristics of the data are influenced by 

its origin, which means that data coming from 

underwater is influenced by various aspects of water. 

In this case, water characteristics differ significantly 

compared to air characteristics. However, water 

characteristics are influenced by its depth [1]. The 

deeper the water, the lower the color quality, 

brightness, contrast, and visibility. Some of these 

problems have been solved using the dark channel 

prior (DCP) technique proposed by Carlevaris-

Bianco et al. [6], which was subsequently continued 

by Wen et al. [7] and updated by Kaur et al. [8], 

Galdran et al. [9],  Gu et al. [3] and Pramunendar et 

al. [1]. However, previous works on improving image 

quality could not explain its effect on the 

performance of computer vision-based classifications 

for objects that are affected by underwater 

environmental problems. 

To overcome this research gap, this study 

proposed a new workflow for identifying fish species. 

The workflow consists of extracting gray-level co-

occurrence matrix (GLCM) features into the BPNN 

classification method with the contrast-limited 

adaptive histogram equalization (CLAHE) with a 

threshold as an image enhancement technique. The 

reliability of the CLAHE technique on improving 

image quality has been investigated by Pujiono et al. 

[10]. The reliability of the combination of the 

CLAHE method and a feature extraction method to 

be tested using the classification method developed 

by Pramunendar et al. [5]. However, the research [5] 

has not been explicitly analyzed the use of parameters 

in CLAHE when combined with the feature 

extraction method and tested using the classification 

method. Therefore, this study compared the 

distribution parameters and determined the value of 

the clip limit parameter on the image enhancement 

technique using CLAHE and compared with other 

image enhancement techniques such as dark channel 

prior (DCP), automatic level (AL), automatic white 

balance (AWB), and gamma correction (GC). Based 

on previous studies, GLCM can transform fish 

images into relevant fish features based on textures, 

and BPNN shows the best performance in previous 

studies [1]. 

The contribution of this study was validated by 

comparing the results of image enhancement based 

on classification methods to (1) show the effect of 

image enhancement on classification performance; 

(2) analyze the relationship between image quality 

and image classification performance; (3) determine 

the parameters needed to achieve the best 

performance results in the classification model, and 

(4) present the best classification model results to 

recognize images of underwater fish. 

The contents of this paper are organized as 

follows. In Section 2, previous research on this 

research is highlighted. Section 3 presents the 

proposed model. Section 4 explains the design of the 

experiment. Next, Section 5 explains the results of the 

experiment and discussion. Finally, the conclusions 

are presented in Section 6. 

2. Previous studies 

Marine and fishery biologists have worked for 

years to improve the accuracy of identifying marine 

fish species. However, almost all of them only 

consider improving image quality or classification, 

such as Lee et al. [11], Nery et al. [12], White et al. 

[13], Rova et al. [14], Larsen et al. [15], Khotimah et 

al. [23], and Iswari et al. [16]. 

Identification of marine fish species conducted by 

Lee et al. [11] identified 22 fish species based on 

contours and shapes. Nery et al. [12] and White et al. 

[13] used several fish size, shape, color, and texture 

features to identify several fish species. Nery et al. 

[12] used the Bayesian classification method to 

identify fish species, while White et al. [13] used the 

discriminant analysis method. Rova et al. [14] used 

the SVM method based on a linear kernel to identify 

the shape and texture features of four different fish 

species and produced an accuracy of 90%. Larsen et 

al. [15] identified three fish species using the linear 

regression method and obtained an accuracy of 76%. 

Khotimah et al. [17] identified tuna species using the 

Decision Tree (DT) method based on color, shape, 

and texture features with an accuracy of 88%. Iswari 

et al. [16] used the K-Nearest Neighbor (KNN) 

method based on the color of the fish species to 

identify features with an accuracy of 91.36%. 

Among these studies, there are only a few studies 

that test the ability to improve image quality to be 

applied to identification methods, such as Li and 

Hong's [18], Sengar et al. [19], Hossain et al. [20], Gu 

et al. [3], and Pramunendar et al. [5]. Li and Hong 

[18] segmented and increased contrast in the image, 

then engineered features in the form of a combination 

of contour extraction and principal component 

analysis (PCA). Besides, a combination of Fisher and 

Mahalanobis distance models was used in the 

classification process [18]. Sengar et al. [19] 

modified the color space of the image and segmented 

the image processing stage. Identification was made 

manually based on three ranges of freshness that were 

determined by experts. However, their research used 

a dataset that was not interrupted by the background 

in the underwater environment. 
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Meanwhile, several studies using a fish dataset 

from the marine environment were conducted by 

Hossain et al. [20], Gu et al. [3], and Pramunendar et 

al. [5]. Hossain et al. [20] proposed automatic ocean 

identification for video datasets using background 

reduction methods to detect moving objects, pyramid 

histograms of visual words (PHOW), and support 

vector machine (SVM). Gu et al. [3] applied the DCP 

technique to improve image quality and the 

superpixel aggregation technique for segmenting 

images, while template matching based on inner-

distance shape context (IDSC) was used as the 

classification technique. Sun et al. [21] used an 

underwater dataset to improve image resolution using 

super-resolution. CNN and SVM methods were used 

to get features and classify them. The performance 

results given in this study amounted to 77.27%. Rathi 

et al. [22] proposed CNN for classification technique; 

however, the image processing is used to enhance the 

segmentation process without enhancing the image 

quality. Pramunendar et al. [5] identified 23 fish 

species based on texture features and BPNN 

classification methods resulting in an accuracy of 

93.37%, which was applied to data that had been 

improved using contrast-adaptive color correction 

technique (NCACC). 

From several previous studies, besides 

Pramunendar et al. [5], there are only a few that 

describe the relationship between improved image 

quality performance and classification performance 

of improved data. Most image processing techniques 

are used to separate objects and background images; 

the background image is arranged in such a way as to 

get fish objects quickly. On the other hand, several 

other researchers did not apply image processing in 

their research. Some studies only focus on the feature 

extraction method, classification method, or dataset 

used. 

3. The proposed approach 

Several studies have shown that the performance 

of classification methods is influenced by data, 

features, and classification methods. The 

performance of the classification method shows that 

the color, shape, and texture features do not always 

lead to poor accuracy. These features can be used to 

display image details precisely based on the functions 

completed. However, these features are influenced by 

data sources. To address this gap, this study presented 

a new workflow for identifying fish species by 

improving the quality of data sources (see Fig. 1). As 

shown in Fig. 1, the CLAHE image quality 

improvement method was implemented based on the 

 

 
Figure. 1 The proposed workflow of fish  

species identification 

 

appropriate threshold value to improve the quality of 

image data [10]. Then, images were converted into 

useful features by using a combination of feature 

methods. The results of those features were classified 

using the BPNN classification method [5]. 

3.1 Image dataset 

This study assumed that sea conditions in 

Indonesia are similar to other locations in the world 

where objects are located in low-light environments. 

Therefore, the underwater image dataset used was 

obtained from LifeCLEF 2014 or the Fish4Knowlege 

dataset [23], which was downloaded at 

http://groups.inf.ed.ac.uk/f4k/. The Fish4Knowlege 

dataset consists of 23 fish species with a total of 

27,370 fish images. 

3.2 Image processing stage 

The initial processing stage used in this approach 

model was a combination of dark channel prior 

(DCP) [6], and contrast limited adaptive histogram 

equalization (CLAHE) method [10], which was used 

to improve the quality of underwater images that are 

prone to bright color distortion and various noise that 

afflicts underwater objects. The stages of this 

technique are as follows: 

• Estimating the transmission map by applying the 

lowest and highest light intensity in the local area 

from the effects of fog on underwater images. 

• Applying filtering techniques and soft image 

mapping techniques to improve transmission 

maps for white balance problems. 
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• Updating radians after the recovery process took 

place. 

• Estimating ambient light based on projected 

transmissions. 

• Implementing the CLAHE technique based on 

distribution parameters and clip limit parameters. 

 

The distribution parameters in this study were 

uniform, rayleigh, and exponential [10]. Meanwhile, 

the clip limit parameter on CLAHE was done by 

using the value obtained from the FCM method as the 

threshold value applied to each image [24]. The best 

quality image results obtained were segmented 

manually based on the ground truth model provided 

in a public dataset to produce fish images without a 

background. This process was completed for each 

step of image processing, and all of them were 

applied and tested in the classification stage. 

3.3 Feature extraction stage 

3.3.1. Color feature extraction 

The fish image used was in RGB color mode. 

Four RGB color features were extracted to classify 

fish species. The four-color features were mean, 

standard deviation, skewness, and kurtosis. The four 

features were obtained by using P to 

initialize 𝐼𝑅 , 𝐼𝐺 , 𝐼𝐵 , and 𝐼𝑅𝐺𝐵  which consists of red 

intensity, green intensity, blue intensity, and average 

intensity in RGB space. MN refers to the number of 

pixels counted in fish images. 

Feature extraction based on color consisted of 

average intensity, standard deviation, skewness, and 

kurtosis. The average intensity gave a measure 

regarding the distribution of colors. The mean 

intensity is expressed in 𝜇𝑅𝐺𝐵 and shown in Eq. (1). 

 

𝜇𝑅𝐺𝐵 =
1

𝑀𝑁
∑ ∑ 𝑃𝑘𝑙

𝑁
𝑙=1

𝑀
𝑘=1   (1) 

 

Standard deviations and variants were tools to 

determine the diversity of a group of data or the wide 

distribution of data distribution. The standard 

deviation expressed in 𝜎𝑅𝐺𝐵 is shown in Eq. (2). 

 

𝜎𝑅𝐺𝐵 = √
1

𝑀𝑁
∑ ∑ (𝑃𝑘𝑙 − 𝜇𝑅𝐺𝐵)2𝑁

𝑙=1
𝑀
𝑘=1    (2) 

 

Skewness ( 𝜃𝑅𝐺𝐵 ) states the measure of 

asymmetry. The distribution is said to be leaning to 

the left if it has a skewness value in the form of a 

negative number. In contrast, the distribution is said 

to be leaning to the right if it has a skewness value in 

the form of a positive number. If the distribution is 

symmetrical, the skewness coefficient is zero, as 

shown in Eq. (3). 

 

𝜃𝑅𝐺𝐵 =
1

𝑀𝑁
∑ ∑ (𝑃𝑘𝑙−𝜇𝑅𝐺𝐵)3𝑁

𝑙=1
𝑀
𝑘=1

𝑀𝑁𝜎𝑅𝐺𝐵
3   (3) 

 

Kurtosis (γ) is a measure that shows the 

distribution of data that is tapered or dull (as shown 

in Eq. (4)). 

 

𝛾 =
∑ ∑ (𝑃𝑘𝑙−𝜇𝑅𝐺𝐵)4𝑁

𝑙=1
𝑀
𝑘=1

𝑀𝑁𝜎𝑅𝐺𝐵
4 − 3  (4) 

3.3.2. Statistical texture feature extraction 

Two different types of statistical texture features 

were extracted in this study. One was a grayscale 

histogram-based texture, and the other was a gray-

level texture (GLCM). Grayscale histogram stored 

the histogram brightness attribute statistics in an 

image. This study extracted general descriptors of 

grayscale histogram-based texture features of fish 

skin images, including mean intensity (m), mean 

contrast (σ), roughness (R), third-order moment (𝜇3), 

consistency (U), and entropy (e). The grayscale 

histogram-based texture features are described in Eq. 

(5) to (10), where k is the gray level random of 

variable i, L is the largest gray level in fish skin image, 

and i is worth 0, 1, 2 ..., L - 1. The probability of k in 

the image is denoted by p(k). 

 

𝑚 = ∑ 𝑘 𝑝(𝑘)𝐿−1
𝑖=0   

 

(5) 

𝜎 = √∑ (𝑘 − 𝑚)2 𝑝(𝑘)𝐿−1
𝑖=0    

 

(6) 

𝑅 = 1 −
1

1+𝜎2  

 

(7) 

𝜇3 = ∑ (𝑘 − 𝑚)3𝐿−1
𝑖=0 𝑝(𝑘)  

 

(8) 

𝑈 = ∑ 𝑝2𝑘𝐿−1
𝑖=0   

 

(9) 

𝑒 = − ∑ 𝑝(𝑘) log2 𝑝(𝑘)𝐿−1
𝑖=0   (10) 

 

GLCM stores the probability of co-occurrence 

between two gray levels [25]. Special features of the 

fish skin image were extracted to describe the co-

occurrence matrices data displayed in Eq. (11) to (15) 

and consisted of second-order moments or energy 

(ene), entropy (ent), contrast (con), homogeneity 

(hom), and correlation (cor). The distribution of co-

occurrence values is represented as k and l at the 

offset given (1, 1) by p(k,l), with different angles, 00, 

450, 900, and 1350. Different angles were used so that 

the invariant rotation, mean, and the variance of the 
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features that depended on the orientation was 

determined separately for different angles. 

 

𝑒𝑛𝑒 =  ∑ ∑{𝑃(𝑘, 𝑙)}2

𝐿−1

𝑙=0

𝐿−1

𝑘=0

 

 

(11) 

𝑒𝑛𝑡 =  − ∑ ∑ 𝑃(𝑘, 𝑙) × 𝐿𝑜𝑔(𝑃(𝑘, 𝑙))

𝐺−1

𝑙=0

𝐺−1

𝑘=0

 

 

(12) 

𝑐𝑜𝑛 = ∑ 𝑛2 {∑ ∑ 𝑃(𝑘, 𝑙)

𝐺

𝑙=0

𝐺

𝑘=0

} {𝑛 = |𝑘 − 𝑙|

𝐺−1

𝑛=0

 

 

(13) 

ℎ𝑜𝑚 = ∑ ∑
1

1 + (𝑘 − 𝑙)2

𝐺−1

𝑙=0

𝐺−1

𝑘=0

𝑃(𝑘, 𝑙) 

 

(14) 

𝑐𝑜𝑟 =  
∑ ∑ (𝑘, 𝑙)(𝑃(𝑘, 𝑙) − µ𝑘′µ𝑙 ′𝐺−1

𝑙=0
𝐺−1
𝑘=0

𝜎𝑘′𝜎𝑙′
 

(15) 

 

The correlation is obtained using Eq. (16). 

 

𝑃𝑥(𝑘) =  ∑ 𝑃(𝑘, 𝑙)𝐺−1
𝑙=0   

 

(16) 

𝑃𝑦(𝑙) =  ∑ 𝑃(𝑘, 𝑙)𝐺−1
𝑘=0   

 

𝜇𝑘
′ =  ∑ ∑ 𝑘 × 𝑃(𝑘, 𝑙)𝐺−1

𝑙=0
𝐺−1
𝑘=0   

 

𝜇𝑙
′ =  ∑ ∑ 𝑙 × 𝑃(𝑘, 𝑙)𝐺−1

𝑙=0
𝐺−1
𝑘=0   

 

𝜎𝑘
′ =  ∑ ∑ 𝑃(𝑘, 𝑙)(𝑘 − 𝜇𝑙

′)2𝐺−1
𝑙=0

𝐺−1
𝑘=0   

 

𝜎𝑙
′ =  ∑ ∑ 𝑃(𝑘, 𝑙)(𝑙 − 𝜇𝑙

′)2𝐺−1
𝑙=0

𝐺−1
𝑘=0   

3.4 Classification stage 

The back-propagation propagation network 

(BPNN) method was used to test the results of image 

improvement by classifying each image consisting of 

various types of fish based on the Fish4Knowledge 

dataset. BPNN is a supervised learning algorithm, 

which consists of the training phase and the testing 

phase. 

This method is divided into three layers, namely 

the input layer, the hidden layer, and the output layer. 

An input layer is capable of receiving data with 

multivariate types obtained from the feature 

extraction process in the form of a matrix with size N 

data times m features. The matrix is processed in a 

hidden layer using Eq. (17), with activation of the 

sigmoid function. The number of neurons is obtained 

from the average total attributes and the number of 

classes plus one. The hidden layer calculation results 

are the final result in the output layer, according to 

Eqs. (18) and (19). The output layer results are 

compared with the original label, resulting in a 

matching result that indicates the level of accuracy or 

the goal value of the BPNN method. The level of 

accuracy is also influenced by several parameters 

such as layer number, weight value, bias value, 

learning rate, momentum value, training cycle, and 

fault function. All parameters affect the error rate in 

the classification. 

In the process, the level of misclassification was 

able to update each weight. Prediction errors were 

obtained by Eqs. (20) and (21), while weights were 

updated using Eqs. (22) and (23). The BPNN method 

stopped if the repetition was done according to the 

number of training cycles, as well as the level of error 

or expected goals. 

 

𝑧 = 𝑏𝑖 + ∑ 𝑥𝑖𝑣𝑖𝑗
𝑛
𝑖=0   

 

(17) 

𝑦 = 𝑏0 + ∑ 𝑥𝑖𝑤𝑖𝑗
𝑛
𝑖=0   

 

(18) 

𝛿𝑦 = (𝑡𝑘 − 𝑧𝑘)𝑓′(𝑦) 

 

(19) 

∆𝑣 = ∑ 𝛿𝑦𝑤𝑖𝑗
𝑚
𝑗=1   

 

(20) 

∆𝑤 = 𝑎𝛿𝑦𝑧 

 

(21) 

𝑤𝑛𝑒𝑤 = 𝑤𝑜𝑙𝑑 + ∆𝑤 

 

(22) 

𝑣𝑛𝑒𝑤 = 𝑣𝑜𝑙𝑑 + ∆𝑣 (23) 

 

In Eqs. (17) to (23), x is an input for z in the form 

of multivariate data, while z is a hidden layer obtained 

from the input process that is used as an input to get 

results. Meanwhile, b is the value of bias, v and w are 

the input weights in the hidden layer, then α and δ are 

the learning rate and the result of prediction errors 

obtained from the difference between y and z. 

3.5 Performance evaluation stage 

Performance evaluation of the classification 

method was done by calculating accuracy. Accuracy 

is defined as the correct classification of all data 

obtained. The accuracy value was obtained by using 

Eq. (8) with t as the number of sample data classified 

correctly by experts, and n as the total number of 

sample data.  

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡

𝑛
× 100  (24) 

4. Experiment design  

This study shows that the data source is essential 

to get the best accuracy. The technique applied to the 
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fish4knowledge dataset was tested in the 

classification process so that the accuracy of the 

classification results was based on improved data. To 

observe the best accuracy, the accuracy obtained in 

this study was compared with previous studies [5]. 

The research process applied several parameters 

in each method used, such as distribution parameters 

and clip limit parameters. The determination of the 

clip limit parameter value was done by using the 

FCM method as the threshold value [24]. This 

parameter is not applied in several previous studies 

[5, 8]. The best results from these parameters were 

used as default values in the process of setting the 

proposed method, while the parameters for some 

previous studies used default values from previous 

studies [1, 5]. Enhanced image quality was 

transformed into color-based and texture-based 

features. Color-based feature extraction methods 

used statistics from color pixels based on Eq. (1) to 

(4), and texture feature extraction used the histogram 

method in Eq. (5) and the GLCM method in Eq. (6). 

The total features generated were 120 features for 

each image. The color features generated 16 different 

features, while the texture features generated 104 

features consisting of 24 histogram features and 80 

GLCM features. These features were obtained based 

on each color layer. The color layers used were red, 

green, blue, and grayscale. In color-based features, 

each color layer generated four features, while 

texture-based features generated six features and 20 

features for each color in the histogram and GLCM-

based methods. Four features generated from color 

features were obtained based on Eqs. (1) to (4). 

Meanwhile, six features in the histogram method 

were obtained from Eqs. (5) to (10), and 20 features 

in the GLCM method were obtained based on four 

different angles with each corner producing five 

different features according to Eqs. (10) to (15). 

Therefore, features generated reached a total of 

27,370 images multiplied by 120 features. The 

feature data was processed using the BPNN 

classification method. 

Performance evaluation used sampling and 

validation methods with a value of 10. The dataset 

was divided into ten values for cross-validation so 

that each section was distributed equally [5]. The 

experiment was repeated ten times according to the 

number of cross-validations, and the average results 

were obtained from the training process and 

performance classification testing. Performance 

evaluation was achieved after a confusion matrix was 

generated for the classification model. This study 

used MATLAB (www.mathworks.com) to enhance 

images, feature extraction, and classification of fish 

species. 

5. Results and discussion 

The discussion is divided into three stages 

consisting of the pre-processing stage, the feature 

extraction stage, and the classification stage (as 

shown in Fig. 2). Outputs are displayed at each stage 

of the study. 

5.1 Pre-processing image 

Enhanced and segmented images show that the 

CLAHE method can improve image quality. Results 

in Table 1 display quality improvements using the 

CLAHE method based on the rayleigh, uniform, and 

exponential distribution method. In addition to the 

distribution parameters, the clip limit parameter in 

this study used a default value of 0.02. These results 

show that CLAHE can increase the contrast in the 

image adaptively so that it shows differences between 

objects. 

The threshold value obtained by the FCM method 

was 0.5118 for the original image shown in Table 2. 

The threshold method using FCM was used in the clip 

limit parameter to be able to produce images with 

excessive contrast. Larger clip limit improved the 

image quality by creating excessive contrast on the 

image. 

 

Table 1. Pre-processing image using CLAHE 

Enhance 

technique 

Image  

Fish_01 

Segmented 

Image 

ORIGINAL 

  

CLAHE 

rayleigh 

  

CLAHE  

uniform 

  

CLAHE 

exponential 
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Table 2. Pre-processing image using CLAHE with clip 

limit based on FCM threshold 

Enhance 

technique 

ClipLimit  

default 

ClipLimit  

FCM 

CLAHE  

rayleigh 

  

CLAHE  

uniform 

  

CLAHE 

exponential 

  

 

Table 3. Feature extraction applied to original data 

without enhancement 

No X1 X2 X3 . . X120 

1 0.728 297.408 0.870 . . 7.314 

2 0.735 310.698 0.873 . . 6.224 

3 0.728 270.399 0.872 . . 7.970 

. . . . . . . 

. . . . . . . 

27,369 0.834 224.621 0.934 . . 8.147 

27,370 0.807 267.166 0.923 . . 6.311 

5.2 Feature extraction 

The improved image quality was transformed into 

a useful feature. The combination of feature methods 

generated a new matrix with a size of 27,370 images 

×120 features. Each row represented data, and the 

matrix column stated the features of each information. 

As shown in Table 3, some columns contain 

variables X1, X2, to X120. The column is a variable 

containing each value based on texture and color 

features. X1, X2, and X3 are the second-moment 

angle features, contrast, and correlation of the GLCM 

feature method with orientation direction 0 degrees 

on the red layer. Meanwhile, other Xn features were 

a combination of orientation and color layers in the 

GLCM method and the histogram feature and color 

feature method. Furthermore, the X120 feature was 

the kurtosis value in the gray layer. The matrices in 

rows 1 through 27,370 were the data numbers 

obtained from the dataset. In this study, all features 

were used in the classification process; thus, it was 

assumed that all features contributed to getting the 

best classification performance. 

5.3 Evaluation using several classification 

methods 

The results of the obtained features were a 

combination of color features and texture features. 

The next step was to get the accuracy value in the data. 

This study used several classification methods to 

evaluate the features extracted from image 

enhancements and compared results to original image 

data that was not enhanced. The classification 

methods used include support vector machine (SVM) 

[14, 21], linear discriminant analysis (LDA) [15], 

Naïve Bayes (NB) [12], k-nearest neighbor (KNN) 

[16], and decision tree (DT) [17]. 

The parameters for the experiment were 

determined based on the default values from the study 

[5], with the following details: (1) The best settings 

for Operator type C-SVC SVM methods ranged from 

0.1 to 0.9, 1 to 9, and 10 to 100 with RBF kernel; (2) 

The KNN method used k parameter values ranging 

from 1 to 23 according to the whole class in the data 

and some distance methods. The best accuracy 

performance was obtained at nine at k value and the 

maxproductsimilarity distance method. (3) The 

parameter setting for the DT method was obtained 

from the ratio for separation, with minimum split 

sizes and minimum leaf notes of 4 and 2, respectively. 

The confidence level was 9.5%, and the increase was 

at least 0.1. Meanwhile, (4) the setting parameters for 

the BPNN method ranged from 0.1 to 1 for 

momentum and learning levels, but the training cycle 

was configured to be 1000 cycles. The best parameter 

values for momentum, learning, and training levels 

were 0.1, 0.1, and 1000, respectively. In addition, the 

53 hidden layers were used in this study. 

Table 4 shows that improving images using the 

CLAHE method increases the accuracy of each 

classification method. The results were obtained with 

the RGB color space applied to the CLAHE 

parameter in the form of a 'uniform' distribution and 

 

Table 4. Accuracy of several classification methods based 

on the CLAHE enhancement technique and combination 

features 

Method Original  Enhanced  increase  

BPNN 93.10 94.81 1.71 

DT 81.70 82.45 0.75 

KNN 84.00 87.14 3.14 

LDA 90.79 92.71 1.92 

NB 33.90 37.01 3.11 

SVM 79.98 86.14 6.16 
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a clip limit value of 0.02, as well as a combination of 

texture and color-based feature extraction methods. 

The highest performance accuracy for classification 

using the CLAHE method was obtained using the 

BPNN method. However, the SVM method shows 

the highest performance increase, followed by the 

KNN and NB method, which were 6.16%, 3.14%, 

and 3.11%, respectively. Meanwhile, the BPNN 

method only obtained a performance increase of 

1.71% to reach 94.81%. The highest performance of 

BPNN is influenced by the fact that it is more flexible 

in handling data that has a long and full feature size. 

Meanwhile, other classification methods also have 

advantages, but they are not as flexible as BPNN in 

handling significant features. 

5.4 Evaluation of CLAHE distribution based on 

colorspace using BPNN classification method 

The improved images were tested by the BPNN 

classification method. This experiment used several 

parameters of the CLAHE method extracted using the 

GLCM feature extraction combination method and 

was classified by the BPNN classification method, 

where the BPNN parameters used the results of 

parameters from previous experiments [5]. Some of 

these parameters included the stratified sampling 

method with 10-fold cross-validation, the learning 

rate of 0.1, the momentum of 0.1, and the training 

cycle of 1000 cycles. 

Table 5 shows that the CLAHE method with a 

uniform distribution provided the highest 

performance. This could be caused by the fact that the 

flat data distribution given matched the image being 

tested. It is possible that the Rayleigh distribution got 

under uniform distribution because of the size of the 

image in the data or the size of the vector generated 

from the data. The small data size allowed the 

Rayleigh distribution to tend not to be able to 

distribute more in the middle gray value, and the 

lower frequencies cannot be well dispersed by the 

exponential distribution. 

 

Table 5. Classification accuracy of CLAHE distribution 

based on combination feature and BPNN classification 

Method uniform rayleigh exponential 

RGB 94.812 92.656 92.072 

HSV 94.812 94.154 92.985 

LAB 54.439 54.330 53.526 

LIN 95.579 94.812 93.460 

XYZ 94.446 93.022 91.268 

YCBCR 93.752 89.916 89.770 

5.5 Evaluation of CLAHE distribusion based on 

colorspace using BPNN classification method 

At this stage, the performance of the BPNN 

method was applied to each color space before the 

CLAHE color improvement was performed. The 

compared color spaces  based on Gonzalez [26],  

were RGB (red, green and blue), HSV (hue, 

saturation, and value), LAB (linearized sRGB), LIN 

(Linearize gamma-corrected RGB), XYZ (linearized 

sRGB), and YCbCr (luminance). 

The RGB color space represents images in 

numbers whose elements determine the intensity 

values of the red, green, and blue color layers. HSV 

color space (hue, saturation, value) is an alternative 

to the RGB color model, to harmonize human vision 

in viewing the attributes of color making. The colors 

of each HSV layer are arranged in radial slices, 

around the central axis of a neutral color that ranges 

from black on the bottom to white on the top. The 

XYZ color space is a development of the CIE color 

space. The Y layer represents the illumination of 

color, and the Z layer is related to the amount of blue 

in the image, but the Z value is not identical to the B 

value in the RGB color space while the X layer does 

not have a clear color analogy. The color space 

L*a*b* shows uniformity between color spaces 

perceptually rather than XYZ color space. The color 

in the L*a*b* color space is not part of the RGB color 

space. Meanwhile, the LIN color space applied RGB 

color modification based on gamma correction. 

 The results of the six color spaces were inputted 

to the CLAHE method, and a combination of feature 

extraction was applied for the classification process 

using the BPNN classification method. The 

experimental results between the color space 

comparison and the distribution method are shown in 

Table 5. The best color space results in this 

application were obtained using the LIN color space. 

This could be caused by the fact the distribution of 

the given data in accordance with the image being 

tested was done by gamma correction to correct the 

difference between the way the camera captured the 

content, and the way the content was displayed 

against how the eye responds to light. Similar to LIN, 

HVS has the ability to respond nonlinearly to light 

levels, making it more sensitive to small changes in 

the dark area. However, HSV is not sensitive in bright 

areas. The difference between LIN and HSV lies in 

need of coding allocation. HSV needs coding 

allocation of 11bit, while LIN is around 8 bits [27]. 
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Table 6. Comparison of BPNN performance based on extraction feature  

 GLCM Proposed LBP SFTA STC STT 

HSV EXPONENTIAL 89.478 92.985 88.601 47.351 79.357 87.797 

HSV RAYLEIGH 90.354 94.154 89.624 44.355 84.107 89.039 

HSV UNIFORM 91.341 94.812 90.976 44.282 85.130 90.026 

LAB EXPONENTIAL 53.708 53.526 75.374 45.342 49.945 73.109 

LAB RAYLEIGH 53.745 54.330 77.932 44.282 49.982 72.963 

LAB UNIFORM 54.512 54.439 79.211 44.794 49.982 74.863 

LIN EXPONENTIAL 89.551 93.460 89.222 87.468 82.134 89.806 

LIN RAYLEIGH 91.195 94.812 91.524 62.952 82.463 90.793 

LIN UNIFORM 92.364 95.579 92.802 79.503 82.463 90.829 

RGB EXPONENTIAL 88.272 92.072 88.783 88.820 83.449 89.478 

RGB RAYLEIGH 89.660 92.656 89.916 69.309 82.864 91.341 

RGB UNIFORM 92.912 94.812 91.195 82.243 84.691 92.035 

XYZ EXPONENTIAL 88.418 91.268 87.614 88.089 79.247 89.258 

XYZ RAYLEIGH 90.464 93.022 89.953 68.615 83.887 89.076 

XYZ UNIFORM 91.487 94.446 91.524 80.088 83.851 89.368 

YCBCR EXPONENTIAL 87.980 89.770 88.126 44.720 76.434 82.718 

YCBCR RAYLEIGH 88.710 89.916 88.929 44.465 82.682 85.970 

YCBCR UNIFORM 91.341 93.752 89.149 44.282 82.828 85.020 

 

5.5 Evaluation of CLAHE distribusion based on 

colorspace using BPNN classification method 

At this stage, the performance of the BPNN 

method was applied to several feature extraction 

methods after the CLAHE color improvement. The 

CLAHE color improvement method was based on the 

distribution parameters of the CLAHE, namely 

exponential (exp), Rayleigh (ray), and uniform (uni). 

Some feature extraction methods used in this study 

include gray-level co-occurrence matrix (GLCM) 

[25], local binary pattern (LBP) [28], segmentation-

based fractal texture analysis (SFTA) [29], histogram 

based on color (STC) [30], and histogram based on 

texture (STT) [30]. 

Table 6 shows that the proposed method obtained 

the highest performance. The method was a 

combination of features that used the LIN color space. 

The use of a combination of color and texture feature 

extraction methods obtained the top 10 highest 

accuracy values from the experiments conducted. 

The combination of feature extraction used consisted 

of the method of feature extraction of gray level co-

occurrence matrix (GLCM), histogram based on 

texture (STT), and histogram based on color (STC). 

This could be caused by the fact that underwater 

image data has high color dominance; thus, it allows 

texture-based features to not get incomplete 

 

Table 7. Comparison of BPNN accuracy between the 

GLCM method [5] and the proposed method  
 GLCM Proposed increase 

ORIGINAL 89.05% 93.10% 4.05% 

CLAHE  91.25% 94.81% 3.56% 

NCACC 93.73% 96.05% 2.32% 

 

information. Therefore, a combination of several 

features is needed to get high accuracy performance.  

Table 6 shows that the proposed method obtained 

the highest performance. The method was a 

combination of features that used the LIN color space. 

The use of a combination of color and texture feature 

extraction methods obtained the top 10 highest 

accuracy values from the experiments conducted. 

The combination of feature extraction used consisted 

of the method of feature extraction of gray level co-

occurrence matrix (GLCM), histogram based on 

texture (STT), and histogram based on color (STC). 

This could be caused by the fact that underwater 

image data has high color dominance; thus, it allows 

texture-based features to not get incomplete 

information. Therefore, a combination of several 

features is needed to get high accuracy performance. 

Table 7 shows the results of a comparison 

between the workflow of previous studies [5] with the 

workflow of this study. Accuracy of results on data 

extracted with a combination of the proposed 

methods provided performance improvements of 
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Compared to the proposal in previous studies [5] the 

proposed method in the form of a combination of 

methods could increase the accuracy by 2.32%. 

When the proposed combination of features was 

applied to the original data, the accuracy increased by 

4.05% compared to previous features results. In 

addition, when the proposed combination of features 

was applied to the CLAHE image enhancement 

method, the increase was 3.56%. The accuracy 

performance could be caused by the fact that 

competent features obtained from a combination of 

color and texture feature generated better resulting 

features. 

6. Conclusions 

This study was an effort to identify various types 

of endangered aquatic biota, especially fish. 

Therefore, it could solve one of the most difficult 

challenges faced by many countries. Our previous 

research proposed automatic fish identification 

techniques by considering problems in the original 

data with data taken from various environmental 

conditions. This study presented a new workflow in 

identifying fish species, which was expected to 

provide a high level of accuracy when the proposed 

method was applied in classifying fish images 

underwater. The proposed model improved the 

accuracy by 3.56%, implied in the data of 27,370 

images consisting of 23 species of fish using the 

proposed method in the form of improved CLAHE 

image quality with uniform distribution and clip limit 

parameters by 0.02, and extracted using a 

combination of color features and texture. These 

results indicate that the proposed method improves 

accuracy by improving the quality of the original 

image underwater. However, the increase in this 

study was smaller than the increase in accuracy 

obtained from previous studies if the proposed 

method in the form of improving the quality of 

NCACC images was applied to the feature 

combination method in this study. Improved 

accuracy was obtained because the characteristics of 

objects were getting better, and the differences 

between objects in the picture could be more apparent. 

The results show that the image quality improvement 

method using CLAHE was able to improve the 

accuracy of all the classification methods tested, and 

the combination feature extraction method was also 

able to improve accuracy. Therefore, it can be 

concluded that the method of image enhancement and 

feature extraction methods affect the accuracy of the 

identification of fish species. Hence, improvement at 

each processing stage is essential to show the 

characteristics of each image and further improve the 

quality of classification performance. 
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