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Abstract: With deployments of complicated or complex large-scale
micro-service architectures the kind of data generated from all those systems
makes a typical production infrastructure huge, complicated and difficult to
manage. In this scenario, logs play a major role and can be considered as
an important source of information in a large-scale secured environment. Till
date, many researchers have contributed various methods towards conversion
of unstructured logs to structured ones. However, post conversion, the
dimension of the dataset generated increases many folds which are too
complex for data analysis. In this paper, we have discussed techniques and
methods to deal with extraction of all features from a produced structured log,
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reducing N -dimensional features to fixed dimensions without compromising
the quality of data in a cost-efficient manner that can be used for any further
machine learning-based analysis.

Keywords: json data; micro services; data parsing; principal component
analysis; PCA; multivariate data; unstructured data; tagged data; feature
reduction; reverse indexed database; profiling.

Reference to this paper should be made as follows: Behera, A., Behera, S.,
Panigrahi, C.R. and Weng, T-H. (2023) ‘Using unstructured logs generated
in complex large-scale micro-service-based architecture for data analysis’,
Int. J. Business Intelligence and Data Mining, Vol. 22, Nos. 1/2, pp.248–263.

Biographical notes: Anukampa Behera received her MTech in Computer
Science from the Biju Patnaik University of Technology, Odisha, India and
currently pursuing her PhD in Computer Science at the Ramadevi Women’s
University University, Bhubaneswar, India. She is working as an Assistant
Professor at the ITER, S‘O’A Deemed to be University, Bhubaneswar,
India and her research interests include security, anomaly detection, artificial
intelligence implementation. In the current study, implementation of the
modules with result analysis and overall systematic presentation of this
research work has been conducted by her.

Sitesh Behera is currently working as a Senior DevOPs Manager in the
Plivo Inc., India. He has 15+ years of experience in managing application
hosted on large-scale infrastructures. His job involves, infrastructure design,
development, management, capacity planning, automation of platform
components, and problem solving using AI. He has a research interest in
security and is an opensource enthusiast.

Chhabi Rani Panigrahi received her PhD in Computer Science and
Engineering from the IIT Kharagpur, India. She is currently an Assistant
Professor in the Department of Computer Science at the Rama Devi Women’s
University, Bhubaneswar, India. Prior to this, she was working as Assistant
Professor in the Central University of Rajasthan, India. Her research interests
include software testing, mobile cloud computing, and machine learning. She
holds 20 years of teaching and research experience. She has published several
international journals, conference papers, and books. She served as chairs and
technical program committee member in several conferences of international
repute.

Tien-Hsiung Weng is currently working as a Professor in the Department
of Computer Science and Information Engineering, Providence University,
Taichung City, Taiwan. He received his PhD in Computer Science from
the University of Houston, Texas. His research interests include parallel
computing, high performance computing, scientific computing, and machine
learning.



250 A. Behera et al.

1 Introduction

Logs generated from various systems are considered as one of the prime mechanism
for the purpose of analysis and studying the behaviour of an IT infrastructure. The
generated logs are regarded to be loaded with abundant information regarding the
various events generated from different subsystems including network switch, service
clusters, firewalls, office laptops, database, IPS/IDS solutions, etc. The data generated is
huge in volume. Now, it is a humongous task to prepare the data for any kind of analysis
as majority of the log portion are basically unstructured and sometimes semi-structured
(Tovarňák and Pitner, 2019). For any automated processing data needs to be structured,
normalised as well as suitable for visualisation. Hence various methods have evolved
and proposed in the past decade to prepare the data for analytics. The journey starts with
parsing the data and converting them to tuple format with later addition of count vectors
(Lou et al., 2010). These works have enabled us to primarily convert an unstructured
data to a structured format, thus creating a formatted dataset for us to attempt any kind
of data analytics on the available data.

However, we still have another problem with the data volume being very high.
Hence there have been some proposals to extract relevant fields out of the entire logline
and maintain the quality of data by introducing some rules of extraction (Breier and
Branišová, 2015). With this approach we get reduced volume of data and relevant fields
which are needed for data analytics.

Having reached this stage we have identified that though we have relevant fields and
reduced volume, we end up with very high dimensional multivariate data. Analysing
multivariate data is complex, resource as well as time consuming. Hence, we would
like to propose a solution on how to reduce the dimensionality of data to only three
dimensions without losing the functionality of elements, retaining the quality of the data.
This approach will reduce the complexity involved in data analytics and becomes very
efficient method while dealing with real time systems.

The paper is organised as follows: Section 2 lists selected works done till date in the
field of unstructured log analysis. Section 3 describes the suggested method elaborately
and emphasises on the importance of data pre-processing. Experimental setups and
results are presented in Section 4. Final conclusion is given on Section 5.

2 Related work

In this section, various methods proposed for using unstructured log towards the purpose
of data analysis are discussed.

Xu et al. emphasised that, even a simple algorithm can achieve better results by
improvising the pre-processing methods. For experimentation purpose authors used
software monitoring system generated console log. Log parsing mechanism was used
for processing unstructured logs (Xu et al., 2009). Lou et al. used unstructured console
log for the purpose of anomaly detection after processing the log through log parser
there by converting them to tuple form. Then similar messages were grouped together
and uniquely represented using a unique count vector (Lou et al., 2010). Breier and
Branišová used transaction blocks collected from several log sources. They created
rules for identifying each category of deviations and used a unique identifier for spatial
recognition of data. Towards the reduction of log analysis time, Hadoop technology
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was recommended (Breier and Branišová, 2015). To cater the need for handling ad hoc
queries in large in-memory logs, Tandon et al. introduced hardware accelerator namely
HAWK. It used hardware pipeline for scanning a constant chunk of input data for further
processing. The multiple characters input were examined in parallel within a span of
single accelerator clock cycle (Tandon et al., 2016). Various other methods like log-line
tokenisation, logs-key sequences, parsing based on attribute behaviour, etc. are used
by several researchers for handling unstructured data. But, most of these works were
based on standard datasets available. Tovarňák and Pitner suggested to convert the high
velocity unstructured logs generated from IT infrastructure to streams of structured event
objects (Tovarňák and Pitner, 2019).

How to use the high-velocity as well as very high-dimension data generated
from todays complicated micro-service architecture, cost effectively is still a trending
research topic. Our proposed method is a contribution towards achieving the above said
requirement, which is described in next section.

3 Proposed method

This section describes the steps involved in collection of real life data to handling
generated high volume of instance elaborately. A detailed flow chart of the entire
process is given in Figure 1.

Figure 1 Flow chart of the proposed method (see online version for colours)
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3.1 Data collection

Till date it is found that the best approach to get a structured and relevant data out of
the logs is to implement host-based intrusion detection system (HIDS) and to use its
output instead of working from the scratch with the raw data. HIDS is a holistic system
that can monitor and analyse the internals of a computing system as well as the network
package on its network interfaces (Wang and Zhu, 2017). A HIDS solution does all the
works proposed by various researchers till date starting from collection of all logs from
various sources, parsing them, adding counter vectors and attach them with rule IDs;
thus converting all unstructured data to structured and tagged data. In Figure 2, a sample
tagged output from a HIDS server in json format is shown which is structured as well
as tagged.

Figure 2 Structured and tagged HIDS output in the json format (see online version
for colours)

3.2 Conversion to readable format for processing

As data available in json format is not suitable for further processing, as the next step
it must be converted to a more formatted and readable csv form.

Now this converted dataset available in .csv format is N -dimensional data which we
have reduced to three dimensions in the following steps without losing any functionality
and successfully retaining the data quality.

3.3 Extraction of first dimension – source host

For any data analysis the source of event is a compulsory factor to be known. Thus
the first dimension that we retrieve from the obtained dataset is the ‘source host’ from
where the event is originated.
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3.4 Extraction of second dimension – time bucket

In this step, we take care of large volume of instances those are being produced by the
various logs that we have considered. So, we divide the entire 24 hours logs to smaller
sized buckets taken on a reduced time-stamp. Then each bucket must be marked with
a unique identifier which can be passed to the model per event. Here every instance
or sample is taken at a particular time. This instance belongs to a particular user and
each sample has multiple features. The number is selected on temporal basis, i.e., we
select the instances to create a subset based on a particular time period and this subset
which is ready to be passed to any analytics model. Thus the subset of the dataset are
all sample till a particular time and belong to all users who have tried to access the
system in that stipulated time period. We mathematically represent the notation for a
single sample which is taken at a certain time belonging to a certain user as follows:

Let Xn,t denote a sample (feature vector) taken at a time t, belonging to an user n.
Let Dt<ττm<t<τn ⊂ D = {Xn,t}|τm < t < τn denote the subset of all samples

taken with a time τm and τn.
Let D denote the entire dataset that we selected after PCA.
A single sample for user n within a time period t can be represented as

Xn,t ∈ D (1)

3.5 Obtaining the third dimension by handling large number of features challenge
– profile ID

After obtaining the two necessary features, now the remaining of the N -dimensional
dataset obtained needs to be processed towards the goal of obtaining the third
dimensions. It involves several sub processes as listed below.

3.5.1 Conversion of categorical data to numeric data

Now, we get an output file which records a very high-dimensional data with most data
being categorical and derived. Categorical data refers to variables that contain labelled
or string values instead of numeric values. The number of unique variations for values
present in the domain is often limited to a fixed set. These variables are often called
nominal, like ‘protocol’ variable with the values: ‘ICMP’, ‘TCP’ and ‘UDP’. If the
values in the variable have natural relationship with each other they can be called
ordinal. For example, a ‘rank’ variable having values like ‘first’ and ‘second’. As many
of the machine learning algorithms cannot work directly on labelled data. So we convert
these categorical data to numerical data. An illustration of one-hot encoding mechanism
is shown in Figure 3.

Now as the attribute acts as the as input variables we need to apply some encoding
scheme to do the conversion, for which we are using one-hot encoding technique
(Brownlee, 2017). It is a coding scheme that is used very commonly. In this scheme
each level of the categorical variable is compared to a fixed reference level. In one hot
encoding a single variable with x observations and p unique values are transformed to
p binary columns with x instances each, where each instance depict participant (1) or
non-participant (0) value of the dichotomous binary variable (Potdar et al., 2017). In
Figure 3 we have illustrated the one-hot-encoding applied on the ‘feature’ attribute in a
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sample dataset. In the ‘feature’ variable there are three categories as ‘A’, ‘B’ and ‘C’.
So it creates three binary variables ‘Feature A’, ‘Feature B’ and ‘Feature C’ which act
as dummy variables.

Figure 3 One hot encoding illustration (see online version for colours)

3.5.2 Feature selection

In this step, from a very large number of features we select a few features using
principal component analysis (PCA) based on rule IDs. PCA is an unsupervised linear
transformation technique. It is generally applied on high-dimensional data. Using PCA,
we find the correlation existing between the features, through which we can find pattern.
Using PCA the direction on which we get maximum variance is found and project it
to a new subspace that has either equal to or less number of features than the original
dataset was containing. Suppose we have (m,n) dimensional dataset where m is the
number of samples and n is the number of features. So using PCA, we create a (m, p)
dimension transformation matrix M such that it will allow mapping of a sample vector
‘a’ into a new p-dimensional subspace of features where p < n. Thus we transform
(m,n) dimension to (m, p) dimension, i.e., with a feature set of p. When we arrange
these features with descending order of variance, we get the first principal component
with highest importance. Instead of dropping any features PCA transforms them linearly
and creates new feature set (Raj, 2019). But as it is very sensitive to the range of data,
we must scale the data before passing them to PCA. For scaling and to find the relevant
features, we used the following steps as given below.

Step 1 The n-dimensional dataset was standardised.

Step 2 Co-variance matrix for n-dimension was drawn. Now covariance matrix can
be found by finding covariance between pair of features using the following
formula (https://education.howthemarketworks.com) to form the matrix.

cov(x, y) =

∑n
i=1 (Xi −X))(Yi − Y )

n− 1
(2)
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to form the matrix (https://math.stackexchange.com)

∑
=

 var(X) cov(X,Y ) cov(X,Z)
cov(X,Y ) var(Y ) cov(Y,Z)
cov(X,Z) cov(Y, Z) var(Z)

 (3)

Step 3 The eigenvalue and eigenvector were found from the above matrix.

Step 4 Then the top p eigenvalues were found and then the corresponding
eigenvectors were chosen.

Step 5 The projection of matrix M were constructed using top P eigenvectors.

Step 6 A scree plot to determine the number of principal components was drawn. A
scree plot represents the plot of eigenvalues ordered from largest to the
smallest. We determined a point, beyond which the remaining eigenvalues
were all relatively small and of comparable size. This point determined the
number of components (Vidal et al., 2016).

For example in Figure 4, we might want to stop at the fifth principal component. 87% of
the information (variances) contained in the data are retained by the first five principal
components. The number of component is determined at the point, now applying PCA
based on the rule IDs generated by HIDS; we select required number of features.

Figure 4 A sample scree plot (see online version for colours)

3.5.3 Creation of a common format

We take a union of the extracted PCA features of all rule IDs and create a common list
of features which will fit to all the input data. This gives a common format which can
be further grouped to find common features and frequency. For instance, rule ID 1 has
features 1, 3, 4, 5 and rule ID 2 has features 1, 2, 3, 4. So we take a union of all these
rule IDs. Here for a particular instance, in whichever field it has value we put the value
and where values are not available, i.e., NULL we are replacing it by ‘U ’ – ‘undefined’.
So the output is in a common format where certain fields are populated and some are
U . This becomes a common structure where we have a common PCA value and are
grouped to a common format.
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3.5.4 Identifying patterns and uniquely represent them

Here, if we observed that majority of the features represent footprint of a user where
each instance is unique. So we keep them together as a pattern, use a random key
generator to generate a key which is alpha-numeric.

A set of attributes K is a super key for a relation r if r cannot contain two distinct
tuples t1 and t2 such that t1[k] = t2[k]. K is a key for r if k is minimal super key
(Martinez-Mosquera et al., 2020).

So these patterns along with the key are maintained in a reverse-indexed database.
Thus whenever this pattern is found we tag it with the key and store it in the N -column
database where all the data are maintained. Thus we can say each key represents a
profile, hence we are able to represent all the features related to the footprint of a user
as a single column; hence reducing the number of features drastically without anyway
compromising the quality of data. A reverse-indexed NoSQL database is used to store
the profile with an ID as key. Here the reverse-indexed database is used because, the
data input that we receive is in the form of a pattern, for which key needs to be searched.
And it is just the reverse of the process we use in a regular database management
system. Now the reason behind choosing a NoSQL database is, as the data volume is
huge we need a system which is capable of retrieving information very fast as well must
be able to scale at the same rate as the data volume becomes more and more. NoSQL
systems are distributed databases designed to cater to the demands of huge volume of
data. In the management and analysis of massive amounts of data it requires the system
to be highly scalable and fault-tolerant. NoSQL databases are coded in many distinct
programming languages and are generally available as open-source software (Aniceto
et al., 2015). NoSQL systems are also sometimes called ‘not only SQL’ to emphasise
that they may support SQL-like query languages, or sit alongside SQL databases in
polyglot persistent architectures (Fowler, 2012; Rouse, 2017).

3.6 Storage of signatures

Next, the signatures created per event type are sent to an in-memory data structure for
storing signature reference and a signature history. We are using in-memory database
because unlike database management system which store data primarily in the disks or
SSDs, an in-memory database stores data primarily on memory. These are a type of
non-relational database. As for any data retrieval, they do not need to access disks, the
response time in in-memory databases are minimal (Kabakus and Kara, 2017).

3.6.1 Final outcome

Hence in each time bucket we are representing the host, the footprint key, the number of
times each pattern is fired and the timestamp. So by using the above methods we can use
unstructured logs generated in complex large-scale micro-service-based architecture for
further data analysis and also are able to handle such high-dimensional data generated
efficiently without anyway losing any data that we receive originally.
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4 Experimental setup

In this section, the detailed experimental setup along with the results obtained is
presented and is shown as in Figure 5.

Figure 5 Experimental setup (see online version for colours)

Figure 6 Sample data received from OSSEC in json
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4.1 Data collection

For our experiment, we have used Open Source HIDS Security (OSSEC), the HIDS
server installed for Rama Devi Women’s University. The reason behind choosing
OSSEC is that, it produces a structure file that complied with all the prerequisites needed
for our work – instead of storing all logs, it stores only alerts those are generated based
on some rule ID (Jain and Trivedi, 2016). In Figure 6, we have provided a part of the
json file that we received from OSSEC server. OSSEC being open-source, we write
our own rules and rule-IDs. For that we used OSSEC HIDS to collect all the system,
authentication, router, switch, firewall activation logs from various sources. OSSEC
converts all such unstructured data to structured, tagged data with appropriate alert-IDs
and level-IDs and produces a formatted output of raw logs which we received in json
format.

4.2 Data conversion

We designed an API for conversion of json data to .csv format so that the data becomes
more readable and ready for further processing. In Figure 7, we have given a part of
the .csv file that we generated from the json file received from OSSEC.

Figure 7 Data after conversion to .csv (see online version for colours)

4.3 Data cleaning

After we extracted features from the file, it came out to be more than 100 features and
most of the features were categorical and derived data. We applied one-hot encoding
mechanism to convert this categorical data to individual columns where the column
values were 0 or 1 corresponding to which column it has been placed. Figure 8 shows
the screenshot of columns generated after one-hot encoding was applied and Figure 9
shows the total feature those got generated after on-hot encoding was applied to all the
categorical columns we had in our dataset.
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Figure 8 Columns generated before and after one-hot encoding

Figure 9 Total features generated after one-hot encoding

4.4 Feature extraction

Now as we got clean data, we applied PCA based on the rule ID for feature extraction
purpose. PCA assumes that the directions with the largest variances are the most
‘important’ (i.e., the most principal), we first found the eigenvalue because the amount
of variance retained by each principal component is measured by the eigenvalue.
Eigenvalues are large for the first PCs and small for the subsequent PCs. That is, the first
PC corresponds to the directions with the maximum amount of variation in the dataset.
Figure 10 shows the screenshot of all features along with explained variance ratio after
PCA and the Scree plot drawn for all features with their variance plotted in descending
order is shown in Figure 11.

From the Figures 10 and 11 plot, we extracted 41 features those were of maximum
relevance.

After applying PCA, we combined all PCA values across all rule IDs by making the
union of them, to create a unique list of principal components. In case of the unavailable
information for any attribute, we replaced it by ‘U ’. Hence now a format could be
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created based on which we can check which alert is fired. So we grouped all alerts from
a particular rule IDs under frequency attribute. Then we chose the source host from
which the alert is generated and timestamp at which it is generated. Now the remaining
attributes basically were representing the footprint of a user from the moment he has
entered the system till the moment he leaves the same. So next we grouped all the
features related to user foot print and maintained them separately under a name ‘profile’.
Here each profile has a unique signature. Each signature we uniquely identified with a
profile id – thus further reducing features in the dataset. All these form a proper dataset
to be processed. Now algorithm can be applied to pull data, pass it to the model, identify
the outliers and reports them as anomalies. Now in order to deal with the high volume
of data we must deal with smaller chunk at-a-time. We freeze the slot to be monitored
on each 15 minutes. To implement this, we divided the 24 hours logs to 15 minutes
time buckets, where each bucket is uniquely identified by bucket-ID. Thus finally we
arrive at to only three without making any compromise with data quality.

Figure 10 Screenshot of features along with variance

Figure 11 Scree plot for all features with variance (see online version for colours)

As a final result, we reduced the high dimensional data produced to only three features,
i.e., profile, source host and time of the day which we expressed as bucket-ID.
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4.5 Storage of data for reference

Each profile that got created with a unique feature set, has the data ‘profile’ as constant
which enabled us to create signatures per event type. Hence every unique event has a
unique signature. We used reverse indexed in-memory database server – Redis to store
signature reference as we need to find the unique signature ID from the log. For the
purpose of storing signature reference we used an in-memory database Redis. Redis
is open source software with BSD license. Redis, is a fast, open-source, in-memory
key-value data store which is used as a database, cache, message broker, and queue.
All Redis data resides in-memory, very unlike the databases that store data on disk or
SSDs. As the need to access disks is no more required, seek time delays are avoided
in in-memory data stores such as Redis and the data can be accessed in microseconds.
Redis features versatile data structures, high availability, geospatial, Lua scripting,
transactions, on-disk persistence, and cluster support making it simpler to build real-time
internet scale apps. Next in order to store signature data we used Cassandra – a NoSQL
database. Apache Cassandra is a highly scalable, high-performance distributed database.
It is designed to handle large amounts of data across many commodity servers, providing
high availability with no single point of failure. It performs efficiently on ‘read’ queries,
thus is highly recommendable for ‘read heavy’ database. So we stored the profiles here
and used profile id as a representative for each instance in our dataset. To summarise,
we put the dataset created hence and get a unique identifier which is an alpha-numeric
identifier. We store it to a reverse-indexed database Redis. Now, the stream will look
for all fields along with the unique value, if available it stamps it and if it is not there it
will create and stamp it. Next it is written to CASSANDRA which can be put to model
for further processing.

5 Conclusions and future work

In this paper, we have proposed profiling method on the JSON output of OSSEC/HIDS
logs those are generated in complex large-scale micro-service-based installations for
analysis purpose. This method works for further reduction of N -features to only three
dimensions, so we can perform any analytics and visualise the data, once a standard
feature selection technique is applied. Finally use of in-memory DB and NoSQL
database servers enable us to handle large volume of instances easily for further
processing of finding out anomalies in case of complex micro-service architecture. But
the limitation in the proposed setup becomes heavy for small infrastructures. We need to
constantly modify the unique feature list as and when we get more rules from OSSEC.
Once we build data lakes, i.e., we push all logs to a distributed streaming platform;
OSSEC that we have used being a monolithic system, may not be able to handle such
high-volume data. OSSEC is also modified to handle more than 1,500 clients. Hence
we need to create clusters of OSSEC to handle large installations. In this case we can
have an analytics engine for big data processing, with built-in modules for streaming,
mapping features and creating profile ID. Thus to make the conversion engine scalable
how to use big data analytics engine will be the focus of our study in future. The
spark jobs enable us to scale horizontally and handle huge incoming data which can be
processed in large numbers. A REDIS cluster can help us also handle huge amount of
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unique events. The key to maintain such systems is to do a regular purge job so we can
keep tab on the volume of data in data stores.
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