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Abstract 

The aim of the paper is to facilitate energy suppliers to make decisions for the 

provision of energy to different residential buildings according to their demand, which 

will enable the energy suppliers to manage and optimize the energy consumption in an 

efficient manner. In this paper, we have used Multi-layer perceptron and Random Forest 

to classify residential buildings according to their energy consumption. The hourly 

consumed historical data, of two types of buildings, have been predicted: high power and 

low power consumption buildings. The prediction consists of three stages: data retrieval, 

feature extraction, and prediction. In the data retrieval stage, the hourly consumed data 

based on the daily basis is retrieved from the database. In the feature extraction stage, 

statistical features; mean, standard deviation, skewness and kurtosis are computed from 

the retrieved data. In the prediction stage, Multi-Layer Perceptron and Random Forest 

have been used for the prediction of high power and low power consumption buildings. 

The hourly consumed historical data of 400 residential buildings have been used for 

experimentation. The data was divided into 70% (280 buildings) training and 30% (120 

buildings) testing. The Multi-Layer Perceptron achieved 95.00% accurate result, whereas 

the accuracy observed by Random Forest was 90.83%.  

 

Keywords: Energy Prediction, Energy Management, Energy Optimization, Multi-layer 

Perceptron, Residential Buildings, Random Forest 

 

1. Introduction 

There are many challenges faced by modern power systems in the management of 

power. In order to handle these challenges, the concept of smart grid has been introduced 

to make the energy management system fully automatic. In order to bring enhancements 

in the functionalities of modern power systems, the smart grid integrates all the 

components of the power system including sensors, actuators, controls and computational 

ability [1]. For the better management of energy usage and cost, modern technologies are 

used by the smart grid to bring improvements in the operations, maintenance, and 

planning of the whole power management system [2]. Many Governments have sustained 

the modern communication networks to save energy and maintain environmental factors. 

The definitions of functions required for a smart grid to perform are provided by the US 

department of energy [3]. 

The major functions that the smart grid must be able to perform include self healing 

ability, motivations of consumers to be involved actively in the grid operation, resistance 

to attacks, and the provision of high qualitative power and enable the energy markets to 

manage the energy effectively according to the consumer demands. The smart grid plays 
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an important role to ensure the production of energy efficiently and according to user 

requirements. The energy market plays the role of a bridge for bringing together the 

power consumers, suppliers, and the power producers. The energy suppliers require an 

excellent accuracy in short-term energy forecasting including daily forecasting and hourly 

forecasting for getting good prices of stored energy. The percentage of residential sector 

energy consumption is very high the energy supplier’s focuses on the residential power 

consumption. A large amount of power has been used by the residential sector in 

European countries in 2007 and since then the residential sector has got more attention as 

compared to the earlier statistics [4]. The power suppliers involved have to predict the 

next day consumption with good precision in order to obtain good prices for traded 

energy.  

In this paper, we have used Multi-layer perceptron and Random Forest to classify 

residential buildings according to their energy consumption. The hourly consumed 

historical data, of two types of buildings, have been predicted: high power consumption 

buildings and low power consumption buildings. The prediction consists of three stages: 

data retrieval, feature extraction, and prediction. 

The rest of the paper is organized as, the section 2, contain Related Work, section 3 

discuss the Proposed Methodology, section 4 contain results, the conclusion of the study 

is provided in section 5. 

 

2. Related Work 

There are many approaches existing in literature for energy consumption prediction, 

but the bottom up approach is the most important. In the bottom-up approach first, the 

energy consumed by individual home appliances is predicted. This predicted energy from 

individual appliances is then aggregated to forecast the total energy consumed inside the 

smart home. The hourly, daily, weekly and monthly energy consumption prediction for 

individual home appliances is also very important, but for efficient management of energy 

supply to the residential sector, the combined total energy consumption prediction in the 

smart home is very necessary. The purpose of this paper is to divide the residential 

building into two categories namely high power consumption residential buildings and 

low power residential buildings according to the energy consumed by their occupants. 

The prediction will help power suppliers in making good decisions related to the energy 

demand of customers. This prediction will also assist in smart home automation system 

management [5]. A three layer architecture has been presented by the authors in [6] for 

the smart home energy management system. These layers are called anticipative layer, 

local layer, and the reactive layer. Actions related to prediction e.g. price prediction, 

weather prediction, and energy prediction are carried out in the anticipative layer. The 

information related to prediction is provided to the reactive layer for its smooth 

functioning. The reactive layer passes this whole information to the local layer. According 

to the information retrieved from the reactive layer, the local layer controls the operations 

of all the home appliances according to the user requirements. The fourth layer of the 

model is responsible for the supply of energy from the outside source. In this layer, power 

suppliers get energy from the external market. Energy to external market comes from 

different sources, including hydropower plant, thermal power plant, renewable resources 

and nuclear power plant [7]. Different types of classifiers have been used in the literature 

for different types of predictions and classifications. Bayesian networks have been used 

by the authors in [8] and [9] for classification and prediction. The authors in [10] logistic 

Regression, Multilayer Perceptron and Random Forest for the energy consumption 

prediction. Decision tables have been used by the authors in [11] for classification. The 

authors in [12] presented a procedure for obtaining the patterns of consumption. The data 

used by the authors was obtained from residential customers. A total of 600 residential 

customers were observed for the pattern recognition in the consumer energy data. The 
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process of pattern recognition in the residential data consists of four stages as described 

by the authors. For management of energy consumption and user comfort, the authors in 

[13] applied artificial bee colony and fuzzy logic. The aim was to minimize energy 

consumption and increase the occupant’s comfort in the residential building. The authors 

in [14] applied random forest classifier to classify the residential apartments into either 

low power consumption apartments or high power consumption apartments whereas the 

authors in [15] applied k nearest neighbor classifier for the same purpose. The authors in 

[16] proposed an intelligent method of analysis for prediction and modeling for daily 

power consumption in residential buildings. The process presented consists of four stages 

namely feature extraction, outlier identification, canonical variate analysis and the 

classification and identification of the abnormal daily energy consumption profile. The 

authors in [17] applied the classification techniques to the industry sector and divided the 

industries in China into four different classes according to their energy consumption. The 

authors urge that classification is important for better energy management and future plan. 

The authors in [18] used a hybrid model of the artificial neural network and encoding 

technique for energy consumption data classification. The proposed technique can be used 

for the identification of illegal customers and for faster and efficient energy consumption 

data classification. In order to evaluate the energy consumption behavior, the authors in 

[19] applied hierarchical classification algorithm. The authors combined GA-based SVM 

with fuzzy c-means clustering for complete usage of the collected samples. The proposed 

approach was used for classification of normal and abnormal energy consumption 

behaviors. The authors in [20] applied the classification technique to commercial 

buildings for classification of occupants based on their energy consumption.  

 

3. Proposed Methodology  

A simple model of prediction uses historical data for prediction based on classification 

method. In this work, we have also carried out the process of prediction of power 

consumption which is based on the classification method. The proposed method divides 

the residential buildings into either low power consumption buildings or high power 

consumption residential buildings. The proposed method will help the power retailer in 

the future energy planning for residential buildings.  The classification has been carried 

out with the Multilayer Perceptron and Random Forest, using four features. The features 

includes the mean, standard deviation, kurtosis and skewness. For the accuracy 

measurement Confusion Matrix and Kappa Statistics have been used.  The proposed 

model is shown in Figure 1. 
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Figure 1. Proposed Methodology 

3.1. Dataset 

The hourly consumed data of 400 residential buildings have been used for analysis. 

Figure 2 shows the hourly consumption of the two apartments (Apartment 202, Apartment 

301) we have considered for the daily energy consumption prediction. The data has been 

divided into 70% (280 Apartments) training and 30% (120 Apartments) testing. 

 

 

Figure 2. Low and High Power Daily Energy Consumption of Apartments 

3.2. Data Retrieval 

In this stage, the hourly consumed data on the daily basis has been retrieved from the 

excel database for processing. For the prediction of the apartment according to their daily 

energy consumption, we have historical data that contains the hourly consumed energy on 

the daily basis. 
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3.3. Data Processing 

The data containing hourly consumption has been selected for processing. The mean, 

standard deviation and skewness of the hourly consumption data has been computed. The 

detailed description of these features is as under: 

 

Mean 

Mean represents the average of twenty-four hours energy consumption which can be 

calculated by (1). M represents the mean of all the hourly consumed power over the 

whole day. Where  represent power consumption over ith hour of the day, the i can be 

0,1,2,.…,23. N represents the total number of hours i.e. 24.  
 

                                                                                                               (1) 

 

Variance 

Variance represents the variations in the hourly consumed power of the entire day 

which can be represented by V and calculated by (2).  

 

                                                                                                   (2) 

 

Skewness 

Skewness represents the asymmetry in the hourly consumed power of the entire day 

which can be represented by S and calculated by (3).  

 

                                                                                                       (3) 

Kurtosis 

Kurtosis represents the frequency of extreme hourly power consumption of home 

appliances of the entire day which can be represented by K and calculated by (4). 

 

                                                                                           (4) 

                                                                                                     

3.4. Classifier for Prediction 

The hourly consumed power data is retrieved from the Excel sheet. After data retrieval 

during processing mean, standard deviation and skewness were calculated. The processed 

data is now ready for the prediction. The predictor will classify the apartments into low 

power or a high power consumption apartment. In this paper, we have selected Multi-

Layer Perceptron and Random Forest for the energy consumption prediction.  

 

3.4.1. Multi-layer Perceptron 

In this paper we have used, Multilayer Perceptron (MLP) having input, hidden and 

output layers. Perceptron is a supervised technique, which converts a set of input to 

output. It is a linear classifier in which the linear predictor function is responsible for the 

classification, which combines a set of weights with the input vector [21]. For solving 

computational problems, Perceptron has multiple layers connected with each other 

through the directed graph. Each layer is fully connected to the next layer. The training of 

MLP has been carried out using the back-propagation technique. The Perceptron 

calculates a single output from multiple inputs by making a linear combination according 

to input weights and nonlinear activation function computed by (5). Where w represents 
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the weighted vector, x is input vector, Y represents output, b is biased-ness and ᵩ represent 

activation function.  
 

     Y = F(x) = ᵩ (  ᵩ(wTx + b)                                                      (5) 

 

Figure 3 contains the architecture of a single perceptron. The architecture of the 

multilayer perceptron with three layers is shown in Figure 4. 

 

 

Figure 3. Single Perceptron Architecture 

 

Figure 4. Multi-layer Perceptron with Input, Hidden and Output Layers 

3.4.2. Random Forest (RF) 

The second classifier we have used is the Random Forest which is an ensemble 

classifier applied in pattern recognition and classification [22]. It can be considered as a 

classifier containing different classification methods or one method having several 

parameters. Suppose we have a learning set L = ((m1, n1),..,(mi, ni)) with i vectors having 

m∈X and n ∈Y where X represents the observations and Y represents the class labels. For 

the prediction of a class, the classifier performs the mapping X  Y. Each individual tree 

in the forest classifies the new instance.  

 

3.5. Performance Evaluation  

The residential buildings are classified into low and high power consumption buildings 

according to their power usage. The prediction has been carried out with Multi-Layer 

Perceptron and Random Forest. For the measurement of the accuracy of the predictors, 

Confusion Matrix and Kappa Statistics (KS) were used. 

The experiments have been carried out using Weka 3.7 and MATLAB R2010 on a 

system having Intel (R) Core (TM) 2 Quad CPU with 3.25 GB of RAM. MATLAB has 

been used for feature extraction whereas Weka has been used for classification. The 

independent variables of both the classifiers are mean, variance, skewness, and Kurtosis 

of 24 hours hourly energy consumption and the dependent variable is the class of the 

residential building which takes 0 or 1 value for the low power residential building and 
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the high power residential building, respectively. The whole dataset has been divided into 

70% training and 30% testing data set. In order to generalize the algorithm, 10-Fold cross-

validation has been applied. 

 

3.5.1. Confusion Matrix (CM) 

The confusion matrix is a table that shows the predicted and the actual results of the 

prediction system. The entries in the matrix are used for the evaluation of the prediction 

system. A confusion matrix for the two class predictor is shown in the Table1. The 

predicted classes can be ‘positive’ or ‘negative’ instances, which means that the apartment 

using the power will belong to the high power consumption apartment or the low power 

consumption apartment.  In this study, the entries in the confusion matrix have the 

following meaning. 

1. A represents the number of correct predictions for negative instances. 

2. B represents the number of incorrect predictions for positive instances. 

3. C represents the number of incorrect predictions for negative instances. 

4. D represents the number of correct predictions for positive instances. 

Table 1. Confusion Matrix for the Two Class Predictor 

 Predicted 

Negative Positive 

Actual A B 

C D 

The accuracy of the prediction is the proportion of the total number of correct 

predictions the same can be and is calculated using (6). 

  Accuracy =                                                                               (6) 
 

3.5.2. Kappa Statistics (KS) 

The agreement between observed and predicted values of the data set can be measured 

using Kappa statistics. The Kappa Statistics has the values between -1 and 1. The 

classification capability of a classifier improves when the value of Kappa Statistics 

approaches to 1 and the same degrades when the value approaches to -1. Kappa Statistics 

can be computed using (7). Where P0 is the total probability of agreement, PC is the 

hypothetical probability of the chance agreement. 

 

         KS =                                                                                                     (7) 

 

4. Results  

The experimental results for multi-layer perceptron are shown in the following table 2. 

The prediction accuracy and Kappa Statistics of the random forest tree for energy 

consumption apartments are shown in the table 3 both for percentage split and the cross-

validation. 
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Table 2. Prediction Accuracy and Kappa Statistics of MLP 

Percentage split on testing data set  

(70% training) 

10-Fold Cross Validation 

High power consumption apartments’ 

statistics 

High power consumption apartments’ 

accuracy 

Total 

Apartments 

Correctly 

Predicted 

Incorrectly 

Predicted 

Accuracy Total 

Apartments 

Correctly 

Predicted 

Incorrectly 

Predicted 

Accuracy 

70 69 1 98.57% 280 260 20 92.85% 

Low power consumption apartments’ 

statistics 

Low power consumption apartments’ 

accuracy 

Total 

Apartments 

Correctly 

Predicted 

Incorrectly 

Predicted 

Accuracy Total 

Apartments 

Correctly 

Predicted 

Incorrectly 

Predicted 

Accuracy 

50 45 5 90.00% 120 111 9 92.50% 

Overall Accuracy Overall Accuracy 

Total 

Apartments 

Correctly 

Predicted 

Incorrectly 

Predicted 

Accuracy Total 

Apartments 

Correctly 

Predicted 

Incorrectly 

Predicted 

Accuracy 

120 114 6 95.00% 400 371 29 92.75% 

Kappa Statistics (KS) 0.895 Kappa Statistics (KS) 0.874 

Table 3. Prediction Accuracy and Kappa Statistics of RF 

Percentage Split on Testing Data 

(70% Training) 

10 Fold Cross Validation 

High power consumption apartments’ 

statistics 

High power consumption apartments’ 

accuracy 

Total 

Apartments 

Correctly 

Predicted 

Incorrectly 

Predicted 

Accuracy Total 

Apartments 

Correctly 

Predicted 

Incorrectly 

Predicted 

Accuracy 

70 67 3 95.71% 280 247 33 88.21 % 

Low power consumption apartments’ 

statistics 

Low power consumption apartments’ 

accuracy 

Total 

Apartments 

Correctly 

Predicted 

Incorrectly 

Predicted 

Accuracy Total 

Apartments 

Correctly 

Predicted 

Incorrectly 

Predicted 

Accuracy 

50 42 8 84% 120 104 16 86.66% 

Overall Accuracy Overall Accuracy 

Total 

Apartments 

Correctly 

Predicted 

Incorrectly 

Predicted 

Accuracy Total 

Apartments 

Correctly 

Predicted 

Incorrectly 

Predicted 

Accuracy 

120 109 11 90.83% 400 351 49 87.75 % 

Kappa Statistics (KS) 0.859 Kappa Statistics (KS) 0.815 

 

5. Conclusion 

The main focus of the paper is to construct a model for the prediction of energy 

consumption of residential apartments which will help the system to organize energy 

production and consumption. It will also help to decide whether energy consumption of 

residential buildings will be high or low (energy management). This will also be useful 

for the energy management system in fixing the prices of energy according to 

consumption of different apartments. The process of prediction consists of three stages; 

data retrieval, feature extraction, and prediction. Multi-Layer Perceptron and Random 

Forest have been used for the prediction of high power and low power consumption 

apartments. The MLP has performed better than the Random Forest. 
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