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1. Derivations for matching estimator. First, for a given value for
the propensity a and πi = π(xi), denote

(1) Ŝ(1) ≡
∑K

t=1
1
Nt

∑Nt
i=1w(Ai)I(Ai = 1)M(Yit,γ

′
txi ·Ai/2)I(πi = a)∑K

t=1
1
Nt

∑Nt
i=1w(Ai)I(Ai = 1)I(πi = a)

and

(2) Ŝ(−1) ≡
∑K

t=1
1
Nt

∑Nt
i=1w(Ai)I(Ai = −1)M(Yit,γ

′
txi ·Ai/2)I(πi = a)∑K

t=1
1
Nt

∑Nt
i=1w(Ai)I(Ai = −1)I(πi = a)

,

where the weight function w(A) is such that both E[w(A)I(A = 1)|X] and
E[w(A)I(A = −1)|X] are constants, denoted as c1 and c−1, respectively,
conditional on π(X) = a. For example, when w(A) = I(A = 1)(C + 1) +
I(A = −1)(C + 1)/C, where C is the number of controls in the matched
cluster corresponding to observations with π(X) = a, c1 = a(C + 1) and
c−1 = (1− a)(C + 1)/C.

Intuitively, quantities Ŝ(1) and Ŝ(−1) should converge in probability to

(3) S(1) ≡

∑K
t=1E

[
w(A)I(A = 1) ·M(Y

(1)
t ,γ ′tX/2)I(π(X) = a)

]
∑K

t=1E [w(A)I(A = 1)I(π(X) = a)]

and

(4) S(−1) ≡

∑K
t=1E

[
w(A)I(A = −1)M(Y

(−1)
t ,−γ ′tX/2)I(π(X) = a)

]
∑K

t=1E [w(A)I(A = −1)I(π(X) = a)]
,

respectively.
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By conditioning on X we have

S(1) =

∑K
t=1E

{
I(π(X) = a)E

[
w(A)I(A = 1)M(Y

(1)
t ,γ ′tX/2)|X

]}
∑K

t=1E {I(π(X) = a)E [w(A)I(A = 1)|X]}

=

∑K
t=1 c1E

{
I(π(X) = a)E

[
M(Y

(1)
t ,γ ′tX/2)|X

]}
∑K

t=1 c1E [I(π(X) = a)]

= E

[
1

K
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M(Y
(1)
t ,γ ′tX/2)|π(X) = a

]
.

Similarly, S(−1) can be shown to be equal to E
[

1
K

∑K
t=1M(Y

(−1)
t ,−γ ′tX/2)|π(X) = a

]
and hence the difference Ŝ(1)− Ŝ(−1) from the matched statum with π(X) =
a should converge to

E

[
1

K
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(1)
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(−1)
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]
.

Thus, by aggregating over all strata, we have∫ {
S(1) − S(−1)

}
dFπ(X)|A=1

=

∫
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[
1

K
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M(Y
(1)
t ,γ ′tX/2)−M(Y

(−1)
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fπ(a|A = 1)da

=

∫
E

[
1

K
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M(Y
(1)
t ,γ ′tX/2)−M(Y

(−1)
t ,−γ ′tX/2)|π(X) = a,A = 1

]
fπ(a|A = 1)da

= E

[
1

K
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M(Y
(1)
t ,γ ′tX/2)−M(Y

(−1)
t ,−γ ′tX/2)|A = 1

]
,

where fπ(a|A = 1) is the conditional density of π(X) given A = 1. Note
that for any x the first order conditions of the weighting estimator results
in

E

[
1

K

K∑
t=1

M(Y
(1)
t ,γ ′tX/2)−M(Y

(−1)
t ,−γ ′tX/2)|X

]
= 0.

For any x the first order condition of the matching estimator, however,
yields

E

[
1

K

K∑
t=1

M(Y
(1)
t ,γ ′tX/2)−M(Y

(−1)
t ,−γ ′tX/2)|X, A = 1

]
= 0.
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2. Additional simulation results. In this section we present simula-
tion results under the same exact settings as in the main text of this paper,
but with the main effects φt(X) = 1

4(β′0tX)2 to inspect the validity of
our approach with non-linear main effects. The signal-to-noise ratio of the
interaction effects, defined as

√
V ar(γ0(t)

′X ·A/2)/
√
V ar(εt + φt(X)), is

roughly the same as the model with a linear form: φt(X) = β′0tX. The
results over all 500 simulation replications are presented in Figures 1, 2, and
3 and are similar to the scenarios where φt(X) is linear, which is perhaps
unsurprising given the simulation results in Chen et al. (2017). In fact, the
improvement of our proposed approach over the naive approach is slightly
more apparent with nonlinear φt(X) than with linear main effects. Although
under non-linear main effects scenarios the interaction effect signal-to-noise
ratios are similar to those in scenarios with linear main effects, the range of
response is different and larger for the non-linear main effects scenarios. In
particular, there are more extreme values in the responses. This results in
the results having more variability than for linear main effects scenarios.
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Fig 1. Accuracy results from the simulation for each scenario and method. The accuracy
of the estimated subgroups is evaluated on an independent test set of size 100000 for each
simulation and each scenario. The columns of plots labeled “n: const” have sample sizes
which are fixed for all time-points, i.e. have no dropout. The columns of plots labeled “n:
decr” have sample sizes which decrease over time, i.e. a number of samples drop out after
each time point.
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Fig 2. Benefits of treatment assignment results from the simulation for each time point
and method with sample sizes that decrease by 10 after each time point. The benefit of
assignments is evaluated on an independent test set of size 100000 for each simulation
and each time point.
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Fig 3. Benefits of treatment assignment results from the simulation for each time point
and method with constant sample sizes in time. The benefit of assignments is evaluated on
an independent test set of size 100000 for each simulation and each time point.
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