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APPENDIX A: PROOF OF THEOREM 2.2

As mentioned before, the success of CASE relies on two noteworthy prop-
erties: the Sure Screening (SS) property and the Separable After Screening
(SAS) property. In this section, we discuss the two properties in detail, and
illustrate how these properties enable us to decompose the original regression
problem to many small-size regression problems which can be fit separately.
We then use these properties to prove Theorem 2.2.

We start with the SS property. Recall that U∗p is the set of all retained
indices at the end of the PS-step. The following lemma is proved in Section
B.

Lemma A.1 (SS). Under the conditions of Theorem 2.2,

p∑
j=1

P
(
βj 6= 0, j /∈ U∗p

)
≤ Lp[p1−(m+1)ϑ +

p∑
j=1

p−ρ
∗
j (ϑ,r,G)] + o(1).

This says that all but a negligible fraction of signals are retained in U∗p .
At the same time, we have the following lemma, which says that as a

subgraph of G+, U∗p splits into many disconnected components, and each
component has a small size.
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2 Z. KE, J. JIN AND J. FAN

Lemma A.2 (SAS). As p → ∞, under the conditions of Theorem 2.2,
there is a fixed integer l0 > 0 such that with probability at least 1 − o(1/p),
each component of U∗p has a size ≤ l0.

Together, these two properties enable us to decompose the original re-
gression problem to many small-size regression problems. To see the point,
let I be a component of U∗p , and Ipe be the associated patching set. Recall
that d ∼ N(Bβ,H). If we limit our attention to nodes in Ipe, then

(A.1) dI
pe

= (Bβ)I
pe

+N(0, HI
pe,Ipe).

Denote V = {1, · · · , p}\U∗p . Write

(A.2) (Bβ)I
pe

= BI
pe,IβI + ξ1 + ξ2,

where
ξ1 =

∑
J :JCU∗p ,J 6=I

BI
pe,J βJ , ξ2 = BI

pe,V βV .

Now, first, by the SS property, V contains only a negligible number of signals,
so we expect to see that ‖ξ2‖∞ to be negligibly small. Second, by the SAS
property, for any J C U∗p and J 6= I, nodes in I and J are not connected
in G+. By the way G+ is defined, it follows that nodes in Ipe and J are
not connected in the GOSD G∗. Therefore, we expect to see that ‖ξ1‖∞
is negligibly small as well. These heuristics are validated in the proof of
Theorem 2.2; see Section A.1 for details.

As a result,

(A.3) dI
pe ≈ N(BI

pe,IβI , HI
pe,Ipe),

where the right hand side is a small-size regression model. In other words,
the original regression model decomposes into many small-size regression
models, and each has a similar form to that of (A.3).

We now discuss how to fit Model (A.3). In our model ARW (ϑ, r, a, µ),
βI = bI ◦ µI , and P (‖βI‖0 = k) ∼ εkp. At the same time, given a realization

of βI , dI
pe

is (approximately) distributed as Gaussian as in (A.3). Combining
these, for any eligible |I|×1 vector θ, the log-likelihood for βI = θ associated
with (A.3) is

(A.4) −
[

1

2
(dI

pe −BIpe,Iθ)′(HIpe,Ipe)−1(dI
pe −BIpe,Iθ) + ϑ log(p)‖θ‖0

]
.

Note that θ is eligible if and only if its nonzero coordinates ≥ τp in magni-
tude. Comparing (A.4) with (2.20), if the tuning parameters (upe, vpe) are



COVARIATE ASSISTED SCREENING 3

set as upe =
√

2ϑ log(p) and vpe =
√

2r log(p), then the PE-step is actually
the MLE constrained in Θp(τp). This explains the optimality of the PE-step.

The last missing piece of the puzzle is how the information leakage is
patched. Consider the oracle situation first where βI

c
is known. In such a

case, by Ỹ = X ′Y ∼ N(Gβ,G), it is easy to derive that

Ỹ I −GI,IcβIc ∼ N(GI,IβI , GI,I).

Comparing this with Model (A.3) and applying Lemma 2.2, we see that the
information leakage associated with the component I is captured by the
matrix [U(U ′(GJ

pe,J pe
)−1U)−1U ′]I,I , where J pe = {1 ≤ j ≤ p : D(i, j) 6=

0, for some i ∈ Ipe} and U contains an orthonormal basis of Null(Ipe,J pe).
To patch the information leakage, we have to show that this matrix has a
negligible influence. This is justified in the following lemma, which is proved
in Section B.

Lemma A.3. (Patching). Under the conditions of Theorem 2.2, for any
I E G+ such that |I| ≤ l0, and any |J pe| × (|J pe| − |Ipe|) matrix U whose
columns form an orthonormal basis of Null(Ipe,J pe),∥∥[U(U ′(GJ

pe,J pe
)−1U)−1U ′]I,I

∥∥ = o(1), p→∞.

We are now ready for proving Theorem 2.2.

A.1. Proof of Theorem 2.2 . For short, write β̂ = β̂case and ρ∗j =
ρ∗j (ϑ, r,G). For any µ ∈ Θ∗p(τp, a), write

Hp(β̂; εp, µ,G) = I + II,

where
(A.5)

I =

p∑
j=1

P
(
βj 6= 0, j /∈ U∗p

)
, II =

p∑
j=1

P
(
j ∈ U∗p , sgn(β̂j) 6= sgn(βj)

)
.

Using Lemma A.1, I ≤ Lp[p1−(m+1)ϑ +
∑p

j=1 p
−ρ∗j ] + o(1). So it is sufficient

to show

(A.6) II ≤ Lp[p1−(m+1)ϑ +

p∑
j=1

p−ρ
∗
j ] + o(1).

View U∗p as a subgraph of G+. By Lemma A.2, there is an event Ap and a
fixed integer `0 such that P (Acp) ≤ o(1/p) and that over the event Ap, each
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component of U∗p has a size ≤ `0. It is seen that

II ≤
p∑
j=1

P
(
j ∈ U∗p , sgn(β̂j) 6= sgn(βj), Ap

)
+ o(1).

Moreover, for each 1 ≤ j ≤ p, there is a unique component I such that
j ∈ I CU∗p , and that |I| ≤ `0 over the event Ap (note that I depends on U∗p
and it is random). Since any realization of I must be a connected subgraph
(but not necessarily a component) of G+,

(A.7) II ≤
p∑
j=1

∑
I:j∈IEG+,|I|≤l0

P
(
j ∈ ICU∗p , sgn(β̂j) 6= sgn(βj), Ap

)
+o(1);

see Definition 1.8 for the difference between C and E. We stress that on the
right hand side of (A.7), we have changed the meaning of I and use it to
denote a fixed (non-random) connected subgraph of G+.

Next, let E(Ipe) be the set of nodes that are connected to Ipe by a length-1
path in G∗:

E(Ipe) = {k : there is an edge between k and k′ in G∗ for some k′ ∈ Ipe}.

Heuristically, S(β) ∩ E(Ipe) is the set of signals that have major effects on
dI

pe
. Let Ep,I be the event that (S(β) ∩ E(Ipe)) ⊂ I (note that I is non-

random and the event is defined with respect to the randomness of β). From
(A.7), we have
(A.8)

II ≤
p∑
j=1

∑
I:j∈IEG+,|I|≤l0

P
(
j ∈ ICU∗p , sgn(β̂j) 6= sgn(βj), Ap ∩Ep,I

)
+ rem,

where it is seen that

(A.9) rem ≤
p∑
j=1

∑
I:j∈IEG+,|I|≤l0

P
(
I C U∗p , Ap ∩ Ecp,I

)
.

The following lemma is proved in Section B.

Lemma A.4. Under the conditions of Theorem 2.2,

p∑
j=1

∑
I:j∈IEG+,|I|≤l0

P
(
I C U∗p , Ap ∩ Ecp,I) ≤ Lp

p∑
j=1

P (βj 6= 0, j /∈ U∗p
)
.
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Combining (A.9) with Lemma A.4 and using Lemma A.1,

(A.10) rem ≤ Lp[p1−(m+1)ϑ +

p∑
j=1

p−ρ
∗
j ] + o(1).

Insert (A.10) into (A.8). To show (A.6), it suffices to show for each 1 ≤ j ≤ p,
(A.11) ∑
I:j∈IEG+,|I|≤l0

P
(
j ∈ I C U∗p , sgn(β̂j) 6= sgn(βj), Ap ∩ Ep,I

)
≤ Lpp−ρ

∗
j .

We now further reduce (A.11) to a simpler form using the sparsity of G+.
Fix 1 ≤ j ≤ p. The number of subgraphs I satisfying that j ∈ I E G+ and
that |I| ≤ l0 is no more than C(eK+

p )l0 (Frieze and Molloy, 1999), where
K+
p is the maximum degree of G+. By Lemma B.1 and Lemma B.2 (to be

stated in Section B), K+
p ≤ C(`pe)2Kp, where Kp is the maximum degree of

G∗, which is an Lp term. Therefore, C(eK+
p )l0 is also an Lp term. In other

words, the total number of terms in the summation of (A.11) is an Lp term.
As a result, to show (A.11), it suffices to show for each fixed I such that
j ∈ I E G+ and |I| ≤ l0,

(A.12) P (j ∈ I C U∗p , sgn(β̂j) 6= sgn(βj), Ap ∩ Ep,I) ≤ Lpp−ρ
∗
j .

Moreover, note that the left hand side of (A.12) is no more than∑
V0,V1⊂I:j∈V0∪V1

P
(
Supp(βI) = V0,Supp(β̂I) = V1, ICU∗p , sgn(β̂j) 6= sgn(βj), Ap∩Ep,I

)
,

where V0 and V1 are any non-random subsets satisfying the restriction. Since
|I| ≤ l0, there are only finite pairs (V0, V1) in the summation. Therefore, to
show (A.12), it is sufficient to show for each fixed triplet (I, V0, V1) satisfying
I E G+, |I| ≤ l0, V0, V1 ⊂ I and j ∈ V0 ∪ V1 that
(A.13)
P
(
Supp(βI) = V0,Supp(β̂I) = V1, ICU∗p , sgn(β̂j) 6= sgn(βj), Ap∩Ep,I

)
≤ Lpp−ρ

∗
j .

We now show (A.13). Fix (I, V0, V1), and write d1 = dI
pe

, B1 = BI
pe,I

and H1 = HI
pe,Ipe for short. Define Θp(I, a) = {θ ∈ R|I| : θj = 0 or τp ≤

|θj | ≤ aτp} and Θp(I) ≡ Θp(I,∞). Since upe =
√

2ϑ log(p) and vpe = τp,
the objective function (2.20) in the PE-step is

L(θ) ≡ 1

2
(d1 −B1θ)

′H−1
1 (d1 −B1θ) + ϑ log(p)‖θ‖0.



6 Z. KE, J. JIN AND J. FAN

Over the event {I C U∗p}, β̂I minimizes the objective function, so

L(β̂I) ≤ L(βI).

As a result, the left hand side of (A.13) is no greater than
(A.14)
P
(
Supp(βI) = V0,Supp(β̂I) = V1,L(β̂I) ≤ L(βI), sgn(β̂j) 6= sgn(βj), Ap∩Ep,I

)
.

We now calculate (A.14). Write for short Q1 = B′1H
−1
1 B1, $̂ = τ−2

p (β̂I −
βI)′Q1(β̂I − βI), and define

$j(V0, V1, I) ≡ 1

τ2
p

min
(β(0),β(1))

(β(1) − β(0))′Q1(β(1) − β(0)),

where the minimum is taken over (β(0), β(1)) such that sgn(β
(0)
j ) 6= sgn(β

(1)
j )

and β(k) ∈ Θp(I), Supp(β(k)) = Vk, k = 0, 1. Introduce
(A.15)

ρj(V0, V1; I) = max{|V0|, |V1|}ϑ+
1

4

[(√
$j(V0, V1; I)r − |(|V1| − |V0|)|)ϑ√

$j(V0, V1; I)r

)
+

]2

.

Over the event {Supp(βI) = V0,Supp(β̂I) = V1}, L(β̂I) ≤ L(βI) implies
(A.16)

−(d1−B1β
I)′H−1

1 B1(β̂I−βI) ≥ 1

2
(β̂I−βI)′B′1H−1

1 B1(β̂I−βI)+(|V1|−|V0|)ϑ log(p).

With the notation $̂, the right hand side of (A.16) is equal to

(A.17)
1

2
$̂τ2

p + (|V1| − |V0|)ϑ log(p).

To simplify the left hand side of (A.16), we need the following lemma, which
is proved in Section B.

Lemma A.5. For any fixed I such that |I| ≤ l0, and any realization of
β over the event Ep,I ,

(Bβ)I
pe

= ζ +BI
pe,IβI ,

for some ζ satisfying ‖ζ‖ ≤ C(`pe)1/2[log(p)]−(1−1/α)τp.

Using Lemma A.5, we can write d1 − B1β
I = ζ + H

1/2
1 z̃, where ζ is as in

Lemma A.5 and z̃ ∼ N(0, I|Ipe|). It follows that the left hand side of (A.16)
is equal to

(A.18) − ζ ′H−1
1 B1(β̂I − βI) + z̃′H

−1/2
1 B1(β̂I − βI).
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First, by Cauchy-Schwartz inequality, the second term in (A.18) is no larger

than ‖z̃‖
√
$̂τ2

p . Second, we argue that the first term in (A.18) is o(‖β̂I −
βI‖τp). To see the point, it suffices to check ‖B′1H

−1
1 ζ‖ = o(τp). In fact,

note that since B ∈ Mp(α,A0), ‖B1‖ ≤ ‖B‖ ≤ C; in addition, by RCB,
‖H−1

1 ‖ ≤ c−1
1 |Ipe|κ = O((`pe)κ). Applying Lemma A.5 and noticing that

`pe = (log(p))ν with ν < (1 − 1/α)/(κ + 1/2), we have ‖B′1H
−1
1 ζ‖ ≤

‖B1‖‖H−1
1 ‖‖ζ‖ ≤ C(`pe)κ+1/2[log(p)]−(1−1/α)τp, and the claim follows. Third,

from Lemma 2.2 and Lemma A.3, ‖GI,I − Q1‖ = o(1) as p grows. So for
sufficiently large p, λmin(Q1) ≥ 1

2λmin(GI,I) ≥ C for some constant C > 0.

It follows from the definition of $̂ that
√
$̂τ2

p ≥ C‖β̂I − βI‖. Combining

these with (A.18), over the event Ap ∩ Ep,I , the left hand side of (A.16) is
no larger than

(A.19)
√
$̂τ2

p (‖z̃‖+ o(τp)) .

Inserting (A.17) and (A.19) into (A.16), we see that over the event {Supp(βI) =
V0, Supp(β̂I) = V1,L(β̂I) ≤ L(βI), Ap ∩ Ep,I},

(A.20) ‖z̃‖ ≥ 1

2

(√
$̂r +

(|V1| − |V0|)ϑ√
$̂r

)
+

√
2 log(p) + o(

√
log(p)).

Introduce two functions defined over (0,∞): J1(x) = |V0|ϑ + 1
4

[(√
x +

(|V1|−|V0|)ϑ√
x

)
+

]2
and J2(x) = max{|V0|, |V1|}ϑ + 1

4

[(√
x − |(|V1|−|V0|)|ϑ√

x

)
+

]2
.

By elementary calculations, J1(x) ≥ J2(y) for any x ≥ y > 0. Now, by these
notations, (A.20) can be written equivalently as ‖z̃‖2 ≥ [J1($̂r)− |V0|ϑ] ·
2 log(p) + o(log(p)), and ρj(V0, V1; I) defined in (A.15) reduces to J2($jr),

where $j = $j(V0, V1; I) for short. Moreover, when sgn(β̂Ij ) 6= sgn(βIj ),
$̂ ≥ $j by definition, and hence J1($̂r) ≥ J2($jr). Combining these,

it follows from (A.20) that over the event {Supp(βI) = V0, Supp(β̂I) =
V1,L(β̂I) ≤ L(βI), sgn(β̂Ij ) 6= sgn(βIj ), Ap ∩ Ep,I},

‖z̃‖2 ≥
[
ρj(V0, V1; I)− |V0|ϑ

]
· 2 log(p) + o(log(p)),

where compared to (A.20), the right hand side is now non-random. It follows
that the probability in (A.14)
(A.21)

≤ P
(

Supp(βI) = V0, ‖z̃‖2 ≥
[
ρj(V0, V1; I)− |V0|ϑ

]
· 2 log(p) + o(log(p))

)
.

Recall that βI = bI ◦ µI , where bj ’s are independent Bernoulli variables
with surviving probability εp = p−ϑ. It follows that P (Supp(βI) = V0) =
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Lpp
−|V0|ϑ. Moreover, ‖z̃‖2 is independent of βI , and is distributed as χ2 with

degree of freedom |Ips| ≤ Lp. From basic properties of the χ2-distribution,
P (‖z̃‖2 > 2C log(p) + o(log(p))) ≤ Lpp

−C for any C > 0. Combining these,
we find that the term in (A.21)

(A.22) ≤ Lpp−|V0|ϑ−[ρj(V0,V1;I)−|V0|ϑ] = Lpp
−ρj(V0,V1;I).

The claim follows by combining (A.22) and the following lemma.

Lemma A.6. Under conditions of Theorem 2.2, for any (j, V0, V1, I) sat-
isfying I E G+, |I| ≤ l0, V0, V1 ⊂ I and j ∈ V0 ∪ V1,

ρj(V0, V1; I) ≥ ρ∗j (ϑ, r,G) + o(1).
�

APPENDIX B: PROOFS OF OTHER THEOREMS AND LEMMAS

This section is organized as follows. In Section B.1, we state and prove
three preliminary lemmas, which are useful for this section. In Sections B.2-
B.12, we give the proofs of all the main theorems and lemmas stated in the
preceding sections.

B.1. Preliminary lemmas. We introduce Lemmas B.1-B.3, where Lem-
mas B.1-B.2 are proved below, and Lemma B.3 is proved in Lemma in 16
in Jin, Zhang and Zhang (2012).

Recall that B = DG and G∗ is the GOSD in Definition 2.3 with δ =
1/ log(p). Introduce the matrix B∗∗ by

B∗∗(i, j) = B(i, j) · 1
{
j ∈ E({i})

}
, 1 ≤ i, j ≤ p,

where for any set V ⊂ {1, · · · , p},

E(V ) =
{
k : there is an edge between k and k′ in G∗ for some k′ ∈ V

}
.

Recall that Mp(α,A0) is the class of matrices defined in (2.9).

Lemma B.1. When B ∈Mp(α,A0), G∗ is Kp-sparse for Kp ≤ C[log(p)]1/α,
and ‖B −B∗∗‖∞ ≤ C[log(p)]−(1−1/α).

Proof. Consider the first claim. Since B ∈ Mp(α,A0) and H(i, j) =∑h
k=0 ηkB(i, j+k), there exists a constant A′0 > 0 such that H ∈Mp(α,A

′
0).

Let Kp be the smallest integer satisfying

Kp ≥ 2[max(A0, A
′
0) log(p)]1/α,
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where it is seen that Kp ≤ C(log(p))1/α. At the same time, for any i, j such
that |i− j|+ 1 > Kp/2, we have |B(i, j)| < δ, |B(j, i)| < δ and |H(i, j)| < δ.
By definition, there is no edge between nodes i and j in G∗. This proves that
G∗ is Kp-sparse, and the claim follows.

Consider the second claim. When |B(i, j)| > δ, there is an edge between
nodes i and j in G∗, and it follows that (B − B∗∗)(i, j) = 0. Therefore, for
any 1 ≤ i ≤ p,
p∑
j=1

|(B −B∗∗)(i, j)| ≤
∑

j:|j−i|+1>Kp/2

|B(i, j)|+
∑

j:|j−i|+1≤Kp/2,|B(i,j)|≤δ

|B(i, j)|

≡ I + II,

where I ≤ 2A0
∑

k+1>Kp/2
k−α ≤ CK1−α

p and II ≤ Kpδ = CK1−α
p . Recall-

ing Kp ≤ C[log(p)]α, ‖B − B∗∗‖∞ ≤ CK1−α
p ≤ C[log(p)]−(1−1/α), and the

claim follows. �

Next, recall that G+ is an expanded graph of G∗, given in Definition 2.7,
and I C G denotes that I is a component of G, as in Definition 2.8.

Lemma B.2. When G∗ is K-sparse, G+ is K(2`pe + 1)2-sparse. In ad-
dition, for any set V ⊂ {1, · · · , p}, let G+

V be the subgraph of G+ formed by
nodes in V . Then for any I C G+

V , (V \I) ∩ E(Ipe) = ∅.

Proof. Consider the first claim. It suffices to show that for any fixed
1 ≤ i ≤ p, there are at most K(2`pe+1)2 different nodes j such that there is
an edge between i and j in G+. Towards this end, note that {i}pe contains
no more than (2`pe + 1) nodes. Since G∗ is K-sparse, for each k ∈ {i}pe,
there are no more than K nodes k′ such that there is an edge between k and
k′ in G∗. Again, for each such k′, there are no more than (2`pe + 1) nodes j
such that k′ ∈ {j}pe. Combining these gives the claim.

Consider the second claim. Fix V and I C G+
V . Since I is a component,

for any i ∈ I and j ∈ V \I, there is no edge between i and j in G+
V . By

definition, this implies {j}pe ∩ E({i}pe) = ∅, and especially j /∈ E({i}pe).
Since this holds for all such i and j, using that E(Ipe) = ∪i∈IE({i}pe), we
have (V \I) ∩ E(Ipe) = ∅, and the claim follows. �

Finally, recall the definition of ρ∗j (ϑ, r, a,G) in (2.29) and that of ψ(F,N)
in (2.35).

Lemma B.3. When a > a∗g(G), ρ∗j (ϑ, r, a,G) does not depend on a and
ρ∗j (ϑ, r, a,G) ≡ ρ∗j (ϑ, r,G) = min(F,N):j∈F,F∩N=∅,F 6=∅ ψ(F,N).
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B.2. Proof of Lemma 2.2. For preparation, note that the Fisher In-
formation Matrix associated with model (2.15) is

Q ≡ (BI
+,I)′(HI

+,I+)−1(BI
+,I).

Write D1 = DI
+,J+

and G1 = GJ
+,J+

for short. It follows that BI
+,J+

=
D1G1 andHI

+,I+ = D1G1D
′
1. Let F be the mapping from J + to {1, · · · , |J +|}

that maps each j ∈ J + to its order in J +, and let I1 = F(I). By these
notations, we can write

(B.1) Q = QI1,I11 , where Q1 ≡ G1D
′
1(D1G1D

′
1)−1D1G1.

Comparing (B.1) with the desired claim, it suffices to show

(B.2) Q1 = G1 − U(U ′G−1
1 U)−1U ′.

Let R = D1G
1/2
1 and PR = R′(RR′)−1R. It is seen that

(B.3) Q1 = G
1/2
1 PRG

1/2
1 = G1 −G1/2

1 (I − PR)G
1/2
1 .

Now, we study the matrix I − PR. Let k = |J +|, and denote S(R) the row
space of R and N (R) the orthogonal complement of S(R) in Rk. By con-
struction, PR is the orthogonal projection matrix from Rk to S(R). Hence,
I −PR is the orthogonal projection matrix from Rk to N (R). By definition,

N (R) = {η ∈ Rk : Rη = 0}. Recall that R = D1G
1/2
1 . Therefore, Rη = 0 if

and only if there exists ξ ∈ Rk such that η = G
−1/2
1 ξ and D1ξ = 0. At the

same time, Null(I+,J +) = {ξ ∈ Rk : D1ξ = 0}. Combining these, we have

(B.4) N (R) =
{
G
−1/2
1 ξ : ξ ∈ Null(I+,J +)

}
.

Introduce a new matrix V = G
−1/2
1 U . Since the columns of U form an or-

thonormal basis of Null(I+,J +), it follows from (B.4) that the columns of
V form a basis (but not necessarily an orthonormal basis) of N (R). Conse-
quently,

(B.5) I − PR = V (V ′V )−1V ′ = G
−1/2
1 U(U ′G−1

1 U)−1U ′G
−1/2
1 .

Plugging (B.5) into (B.3) gives (B.2). �
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B.3. Proof of Lemma 2.4. Write ρ∗j = ρ∗j (ϑ, r,G) for short. It suffices
to show for any log(p) ≤ j ≤ p− log(p), there exists (V0, V1) such that
(B.6)
ρ(V0, V1) ≤ ρ∗j + o(1), j ∈ (V0 ∪ V1) ⊂ {j + i : − log(p) ≤ i ≤ log(p)}.

In fact, once (B.6) is proved, then dp(G�) ≤ 2 log(p)+1, and the claim follows
directly.

We now construct (V0, V1) to satisfy (B.6) for any j such that log(p) ≤
j ≤ p − log(p). The key is to construct a sequence of set pairs (V

(t)
0 , V

(t)
1 )

recursively as follows. Let V
(1)

0 = V ∗0j and V
(1)

1 = V ∗1j , where (V ∗0j , V
∗

1j) are as

defined in Section 2.8. For any integer t ≥ 1, we update (V
(t)

0 , V
(t)

1 ) as follows.

If all inter-distance between the nodes in V
(t)

0 ∪V (t)
1 (assuming all nodes are

sorted ascendingly) does not exceed log(p)/g, then the process terminates.

Otherwise, there are a pair of adjacent nodes i1 and i2 in (V
(t)

0 ∪V
(t)

1 ) (again,
assuming the nodes are sorted ascendingly) such that i2 > i1 + log(p)/g. In

our construction, it is not hard to see that j ∈ V
(t)

0 ∪ V (t)
1 . Therefore, we

have either the case of j ≤ i1 or the case of j ≥ i2. In the first case, we let

N (t+1) = N (t) ∩ {i : i ≤ i1}, F (t+1) = F (t) ∩ {i : i ≤ i1},

and in the second case, we let

N (t+1) = N (t) ∩ {i : i ≥ i2}, F (t+1) = F (t) ∩ {i : i ≥ i2},

where N (t) = V
(t)

0 ∩ V (t)
1 and F (t) = (V

(t)
0 ∪ V (t)

1 ) \N (t). We then update by
defining

V
(t+1)

0 = N (t+1) ∪ F ′, V
(t+1)

1 = N (t+1) ∪ F ′′

where (F ′, F ′′) are constructed as follows: Write F (t) = {j1, j2, · · · , jk} where
j1 < j2 < . . . < jk and k = |F (t)|. When k is even, let F ′ = {j1, · · · , jk/2}
and F ′′ = F (t)\F ′; otherwise, let F ′ = {j1, · · · , j(k−1)/2} and F ′′ = F (t)\F ′.

Now, first, by the construction, |F (t) ∪ N (t)| is strictly decreasing in t.
Second, by Lemma 12 in Jin, Zhang and Zhang (2012), |F (1) ∪ N (1)| ≤
|V ∗0j ∪ V ∗1j | ≤ g. As a result, the recursive process above terminates in finite
rounds. Let T be the number of rounds when the process terminates, we
construct (V0, V1) by

(B.7) V0 = V
(T )

0 , V1 = V
(T )

1 .

Next, we justify (V0, V1) constructed in (B.7) satisfies (B.6). First, it is
easy to see that j ∈ V0 ∪ V1 and |V0 ∪ V1| ≤ g. Second, all pairs of adjacent
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nodes in V0 ∪ V1 have an inter-distance ≤ log(p)/g (assuming all nodes are
sorted), so (V0 ∪ V1) ⊂ {j − log(p), · · · , j + log(p)}. As a result, all remains
to show is

(B.8) ρ(V0, V1) ≤ ρ∗j + o(1).

By similar argument as in Lemma 16 in Jin, Zhang and Zhang (2012)
and definitions (i.e. (2.35) and (2.32) in Jin, Zhang and Zhang (2012)), if
a > a∗g(G), then for any (V ′0 , V

′
1) such that |V ′0∪V ′1 | ≤ g, we have ρ(V ′0 , V

′
1) ≥

ψ(F ′, N ′), where N ′ = V ′0∩V ′1 and F ′ = (V ′0∪V ′1)\N ′. Moreover, the equality
holds when |V ′0 | = |V ′1 | in the case |F ′| is even, and |V ′0 | − |V ′1 | = ±1 in the
case |F ′| is odd. Combining these with definitions,

ρ(V0, V1) = ψ(F (T ), N (T )), ρ∗j ≡ ρ(V ∗0j , V
∗

1j) = ρ(V
(1)

0 , V
(1)

1 ) ≥ ψ(F (1), N (1)).

Recall that T is a finite number. So to show (B.8), it suffices to show for
each 1 ≤ t ≤ T − 1,

(B.9) ψ(F (t+1), N (t+1)) ≤ ψ(F (t), N (t)) + o(1).

Fixing 1 ≤ t ≤ T − 1, write for short F = F (t), N = N (t), N1 = N (t+1)

and F1 = F (t+1). Let I = F ∪N and I1 = F1 ∪N1. With these notations,
(B.9) reduces to

(B.10) ψ(F1, N1) ≤ ψ(F,N) + o(1).

By the way ψ is defined (i.e., (2.35)), it is sufficient to show

(B.11) ω(F1, N1) ≤ ω(F,N) + o(1).

In fact, once (B.11) is proved, (B.9) follows by noting that |F1| + 2|N1| ≤
|F |+ 2|N | − 1.

We now show (B.11). Letting Ω = diag(GI1,I1 , GI\I1,I\I1), we write

ω(F,N) = min
θ∈R|I|:|θi|≥1,∀i∈F

θ′GI,Iθ

≥ min
θ∈R|I|:|θi|≥1,∀i∈F

θ′Ωθ − max
θ∈R|I|:|θi|≤2a,∀i

|θ′(GI,I − Ω)θ|

≥ min
θ∈R|I1|:|θi|≥1,∀i∈F1

θ′GI1,I1θ − max
θ∈R|I|:|θi|≤2a,∀i

|θ′(GI,I − Ω)θ|(B.12)

= ω(F1, N1)− max
θ∈R|I|:|θi|≤2a,∀i

|θ′(GI,I − Ω)θ|,

where in the first and last equalities we use equivalent forms of ω(F,N), in
the second inequality we use the fact that the constraints |θi| ≥ 1 can be



COVARIATE ASSISTED SCREENING 13

replaced by 1 ≤ |θi| ≤ a for any a > a∗g and the triangular inequality, and
in the third inequality we use the definition of Ω.

Finally, note that for any k ∈ I1 and k′ ∈ I\I1, |k − k′| > log(p)/g
holds. In addition, G has polynomial off-diagonal decays with rate γ > 0.
Together we find that ‖GI,I − Ω‖ ≤ C(log(p)/g)−γ = o(1). As a result,
maxθ∈R|I|:|θi|≤2a,∀i |θ′(GI,I − Ω)θ| ≤ Ca2 · ‖GI,I − Ω‖ · |I| = o(1). Inserting
this into (B.12) gives (B.11). �

B.4. Proof of Theorem 2.3. First, we define ρ∗lts(ϑ, r; f) as follows.
For any spectral density function f , let G∞ = G∞(f) be the (infinitely
dimensional) Toeplitz matrix generated by f : G∞(i, j) = f̂(|i − j|) for any
i, j ∈ Z, where f̂(k) is the k-th Fourier coefficient of f . In the definition of
ρ(V0, V1) in (2.27)-(2.28), replace G by G∞ and call the new term ρ∞(V0, V1).
For any fixed j, let

(B.13) ρ∗j,lts(ϑ, r; f) = min
(V0,V1):j∈V0∪V1

ρ∞(V0, V1),

where V0, V1 are subsets of Z. Due to the definition of Toeplitz matrices,
ρ∗j,lts(ϑ, r; f) does not depend on j, so we write it as ρ∗lts(ϑ, r; f) for short.
By (B.6), it is seen that

(B.14) ρ∗j (ϑ, r,G) = ρ∗lts(ϑ, r; f) + o(1), for any log(p) ≤ j ≤ p− log(p).

Now, to show the claim, it is sufficient to check the main conditions of
Theorem 2.2. In detail, it suffices to check that

(a) G ∈M∗p(γ, g, c0, A1) with γ = 1− 2φ > 0, A1 > 0 and c0 > 0.
(b) B ∈Mp(α,A0) with α = 2− 2φ > 1 and A0 > 0.
(c) Conditions RCA and RCB hold with κ = 2− 2φ > 0 and c1 > 0.

To show these claims, we need some lemmas and results in elementary
calculus. In detail, first, we have

(B.15) |f ′(ω)| ≤ C|ω|−(2φ+1), |f ′′(ω)| ≤ C|ω|−(2φ+2).

For a proof of (B.15), we rewrite f(ω) = f∗(ω)/|2 sin(ω/2)|2φ, where by
assumption f∗(ω) is a continuous function that is twice differentiable except
at 0, and |(f∗)′′(ω)| ≤ C|ω|−2. It can be derived from basic properties in
analysis that

(B.16) |(f∗)′′(ω)| ≤ C|ω|−2, |(f∗)′(ω)| ≤ C|ω|−1, and |f∗(ω)| ≤ C.

At the same time, by elementary calculation,

|f ′(ω)| ≤ C|ω|−(2φ+1)(|f∗(ω)|+ |ω(f∗)′(ω)|),
|f ′′(ω)| ≤ C|ω|−(2φ+2)(|f∗(ω)|+ |ω(f∗)′(ω)|+ |ω2(f∗)′′(ω)|),
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and (B.15) follows by plugging in (B.16).
Second, we need the following lemma, whose proof is a simple exercise of

analysis and omitted.

Lemma B.4. Suppose g is a symmetric real function which is differen-
tiable in [−π, 0) ∪ (0, π] and |g′(ω)| ≤ C|ω|−α for some α ∈ (1, 2). Then as
x→∞,

∫ π
−π cos(ωx)g(ω)dω = O

(
|x|−(2−α)

)
.

We now show (a)-(c). Consider (a) first. First, by (B.15) and Lemma B.4,∫ π
−π cos(kω)f(ω)dω ≤ Ck−(1−2φ) for large k, so that |G(i, j)| ≤ C(1 + |i −
j|)−(1−2φ). Second, by well-known results on Toeplitz matrices, λmin(G) ≥
minω∈[−π,π] f(ω) > 0. Combining these, (a) holds with γ = 1 − 2φ and
c0 = minω∈[−π,π] f(ω).

Next, we consider (b). Recall that B = DG where D is the first-order row-
differencing matrix. So B(i, j) = 1

2π

∫ π
−π [cos(kω)− cos((k + 1)ω)] f(ω)dω,

where k = i− j. Without loss of generality, we only consider the case k ≥ 1.
Denote g(ω) = ωf(ω). By Fubini’s theorem and integration by part,

B(i, j) =
1

π

∫ π

0

[∫ k+1

k
ω sin(ωx)dx

]
f(ω)dω

=
1

π

∫ k+1

k

[∫ π

0
g(ω) sin(ωx)dω

]
dx

=
1

π

∫ k+1

k

[
−g(π)

cos(πx)

x
+

∫ π

0

cos(ωx)

x
g′(ω)dω

]
dx

= −g(π)

π

∫ k+1

k

cos(πx)

x
dx+

1

2π

∫ k+1

k

1

x

[∫ π

−π
cos(ωx)g′(ω)dω

]
dx

≡ I1 + I2

First, using integration by part, |I1| =
∣∣∣π−1g(π)

∫ k+1
k

sin(πx)
πx2

dx
∣∣∣ = O(k−2).

Second, similar to (B.15), we derive that g′′(ω) = O(|ω|−(1+2φ)). Applying
Lemma B.4 to g′, we have |

∫ π
−π cos(ωx)g′(ω)dω| ≤ C|x|−(1−2φ), and so |I2| ≤∫ k+1

k Cx−(2−2φ)dx = O(k−(2−2φ)). Combining these gives |B(i, j)| ≤ C(1 +

|i− j|)−(2−2φ), and (b) holds with α = 2− 2φ.
Last, we show (c). Since ϕη(z) = 1 − z, RCA holds trivially, and all

remains is to check that RCB holds. Recall that H = DGD′, where D is
the first-order row-differencing matrix. The goal is to show there exsits a
constant c1 > 0 such that for any triplet (k, b, V ),

(B.17) b′HV,V b ≥ c1k
−(2−2φ)‖b‖2,
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where 1 ≤ k ≤ p is an integer, b ∈ Rk is a vector, and V ⊂ {1, 2, . . . , p} is a
subset with |V | = k.

Towards this end, we introduce f1(ω) = 4 sin2(ω/2)f(ω), where we recall
that f is the spectral density associated with G. Fixing a triplet (k, b, V ), we
write b = (b1, b2, . . . , bk)

′ and V = {j1, · · · , jk} such that j1 < j2 < . . . < jk.
By definitions and basic algebra,

H(i, j) = G(i, j)−G(i+ 1, j)−G(i, j + 1) +G(i+ 1, j + 1)

=
1

2π

∫ π

−π
[2 cos(kω)− cos((k + 1)ω)− cos((k − 1)ω)] f(ω)dω

=
1

2π

∫ π

−π
cos(kω)f1(ω)dω, where for short k = i− j,

which, together with direct calculations, implies that

b′HV,V b =
1

2π

∫ π

−π

k∑
s=1

k∑
t=1

bsbt cos((js−jt)ω)f1(ω)dω =
1

2π

∫ π

−π

∣∣ k∑
s=1

bse
√
−1jsω

∣∣2f1(ω)dω.

At the same time, note that f1(ω) ≥ C|ω|2−2φ for any ω 6= 0 and |ω| ≤ π.
Combining these with symmetry and monotonicity gives
(B.18)

b′HV,V b ≥ C

π

∫ π

0

∣∣ k∑
s=1

bse
√
−1jsω

∣∣2ω2−2φdω ≥ C

π

∫ π

π/(2k)

∣∣ k∑
s=1

bse
√
−1jsω

∣∣2ω2−2φdω.

Next, we write

(B.19) ‖b‖2 =
1

π

∫ π

0

∣∣ k∑
s=1

bse
√
−1jsω

∣∣2dω = I + II,

where I and II are the integration in the interval of [0, π/(2k)] and [π/(2k), π],
respectively. By (B.18) and the monotonicity of the function ω2−2φ in [π/(2k), π],

(B.20) b′HV,V b ≥ Ck−(2−2φ)· 1
π

∫ π

π/(2k)

∣∣ k∑
s=1

bse
√
−1jsω

∣∣2dω ≡ Ck−(2−2φ)·II.

At the same time, by the Cauchy-Schwartz inequality, |
∑k

s=1 bse
√
−1jsω|2 ≤

(
∑k

s=1 |e
√
−1jsω|2)(

∑k
s=1 |bs|2) = k‖b‖2, and so I ≤ 1

π

∫ π/(2k)
0 k‖b‖2dω ≤

‖b‖2/2. Inserting this into (B.19) gives

(B.21) II ≥ ‖b‖2 − ‖b‖2/2 = ‖b‖2/2,

and (B.17) follows by combining (B.20) and (B.21). �
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B.5. Proof of Lemma 2.5. First, we show r∗lts(ϑ) ≡ r∗lts(ϑ; f) is a
decreasing function of ϑ. Similarly to the proof of Theorem 2.3, in the
definition of ω(F,N) and ψ(F,N) (recall (2.35) and (2.36)), replace G
by G∞, and denote the new terms by ω∞(F,N) ≡ ω∞(F,N ;ϑ, r, f) and
ψ∞(F,N) ≡ ψ∞(F,N ;ϑ, r, f), respectively. By similar argument in Lemma
B.3,

ρ∗lts(ϑ, r; f) = min
(F,N):F∩N=∅,F 6=∅

ψ∞(F,N).

For each pair of sets (F,N) and ϑ ∈ (0, 1) let r∗(ϑ;F,N) ≡ r∗(ϑ;F,N, f) be
the minimum r such that ψ∞(F,N ;ϑ, r, f) ≥ 1. It follows that

r∗lts(ϑ) = max
(F,N):F∩N=∅,F 6=∅

r∗(ϑ;F,N).

It is easy to see that r∗(ϑ;F,N) is a decreasing function of ϑ for each fixed
(F,N). So r∗lts(ϑ) is also a decreasing function of ϑ.

Next, we consider limϑ→1 r
∗
lts(ϑ). In the special case of F = {j} and

N = ∅, ω∞(F,N) = 1, limϑ→1 r
∗(ϑ;F,N) = 1, and so lim infϑ→1 r

∗
lts(ϑ) ≥ 1.

At the same time, for any (F,N) such that |F |+ |N | > 1, ψ∞(F,N) ≥ ϑ and
so limϑ→1 r

∗(ϑ;F,N) ≤ 1. Hence, lim supϑ→1 r
∗
lts(ϑ) ≤ 1. Combining these

gives the claim.
Last, we consider limϑ→0 r

∗
lts(ϑ). First, since limϑ→0 ψ

∞(F,N) = ω∞(F,N)r/4
for any fixed (F,N), we have

(B.22) lim
ϑ→0

r∗lts(ϑ) = 4

[
min

(F,N):F∩N=∅,F 6=∅
ω∞(F,N)

]−1

.

Second, by definitions,
(B.23)

min
(F,N):F∩N=∅,F 6=∅

ω∞(F,N) = lim
p→∞

min
(F,N):(F∪N)⊂{1,··· ,p},F∩N=∅,F 6=∅

ω(F,N),

whenever the limit on the right hand side exists.
Third, note that (a) Given F , ω(F,N) decreases as N increases and (b)

Given F ∪N , ω(F,N) decreases as N increases (the proofs are straightfor-
ward and we omit them). As a result, for all (F,N) such that (F ∪ N) ⊂
{1, · · · , p}, ω(F,N) is minimized at F = {j} and N = {1, · · · , p}\{j} for
some j, with the minimal value equaling the reciprocal of the j-th diagonal
of G−1. In other words,
(B.24)

lim
p→∞

min
(F,N):(F∪N)⊂{1,··· ,p},F∩N=∅,F 6=∅

ω(F,N) =
[

lim
p→∞

max
1≤j≤p

G−1(j, j)
]−1

.

Fourth, if we write G = Gp to emphasize on the size of G, then by basic
algebra and the Toeplitz structure of G, we have (G−1

p )(j, j) ≤ (G−1
p+k)(j +
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k, j + k) for all 1 ≤ k ≤ p − j and (G−1
p )(j, j) ≤ (G−1

p+k)(j − k, j − k) for
1 ≤ k ≤ j − 1. Especially, if we take k = log(p), then it follows that

(B.25) lim
p→∞

max
1≤j≤p

G−1(j, j) = lim
p→∞

max
log(p)≤j≤p−log(p)

G−1(j, j).

Last, we have the following lemma which is proved in Appendix C.

Lemma B.5. Under conditions of Lemma 2.5,

lim
p→∞

max
log(p)≤j≤p−log(p)

G−1(j, j) =
1

2π

∫ π

−π
f−1(ω)dω.

Combining (B.22)-(B.25) and using Lemma B.5,

lim
ϑ→0

r∗lts(ϑ) = 4 ·
[

lim
p→∞

max
log(p)≤j≤p−log(p)

G−1(j, j)
]

=
2

π

∫ π

−π
f−1(ω)dω.

�

B.6. Proof of Theorem 2.4. Write for short β̂ = β̂case and ρ∗cp =
ρ∗cp(ϑ, r). It suffices to show

(B.26) Hamm∗p(ϑ, r,G) ≥ Lpp1−ρ∗cp ;

and for any µ ∈ Θ∗p(τp, a),

(B.27) Hp(β̂; εp, µ,G) ≡
p∑
j=1

P
(
sgn(β̂j) 6= sgn(βj)

)
≤ Lpp1−ρ∗cp + o(1).

First, we show (B.26). The statement is similar to that of Theorem 2.1,
but dp(G�) ≤ Lp does not hold. Therefore, we introduce a different graph
GO as follows: Define a counter part of ρ∗j (ϑ, r,G) as

(B.28) ρ̃∗j (ϑ, r,G) = min
(V0,V1):min(V0∪V1)=j

ρ(V0, V1),

where min(V0∪V1) = j means j is the smallest node in V0∪V1. Let (V ∗0j , V
∗

1j)
be the minimizer of (B.28), and when there is a tie, pick the one that appears
first lexicographically. Define the graph GO with nodes {1, · · · , p}, and that
there is an edge between nodes j and k whenever (V ∗0j∪V ∗1j)∩(V ∗0k∪V ∗1k) 6= ∅.

Denote dp(GO) the maximum degree of nodes in GO. Similar to Theorem
2.1, as p→∞,

(B.29) Hamm∗p(ϑ, r,G) ≥ Lp[dp(GO)]−1
p∑
j=1

p−ρ̃
∗
j (ϑ,r,G).

The proof is a trivial extension of Theorem 14 in Jin, Zhang and Zhang
(2012) and we omit it. Moreover, the following lemma is proved below.
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Lemma B.6. As p → ∞, maxlog(p)≤j≤p−log(p) |ρ̃∗j (ϑ, r,G) − ρ∗cp(ϑ, r)| =
o(1), and dp(GO) ≤ Lp.

Combining (B.29) with Lemma B.6 gives (B.26).
Second, we show (B.27). The change-point model is an ‘extreme’ case and

Theorem 2.2 does not apply directly. However, once we justify the following
claims (a)-(c), (B.27) follows by similar arguments in Theorem 2.2.

(a) SS property:

p∑
j=1

P
(
βj 6= 0, j /∈ U∗p

)
≤ Lpp1−ρ∗cp + o(1).

(b) SAS property: If we view U∗p as a subgraph of G+, there is a fixed
integer l0 > 0 such that with probability at least 1 − o(1/p), each
component of U∗p has a size ≤ l0.

(c) A counter part of Lemma A.6: For any log(p) ≤ j ≤ p − log(p), and
fixed I E G+ such that j ∈ I and |I| ≤ l0, suppose we construct
{I(k′), I(k′),pe, 1 ≤ k′ ≤ N} using the process introduced in the PE-
step, and j ∈ I(k). Then for any pair of sets (V0, V1) such that I(k) =
V0 ∪ V1,

ρj(V0, V1; I(k)) ≥ ρ∗cp + o(1),

where ρj(V0, V1; I(k)) is defined in (A.15).

Consider (a) first. Following the proof of Lemma A.1 until (B.53), we find
that for each log(p) ≤ j ≤ p− log(p),

P
(
βj 6= 0, j /∈ U∗p

)
≤

∑
(I,F,N):j∈IEG∗,|I|≤m,F∪N=I,F∩N=∅,F 6=∅

Lpp
−|I|ϑ−[(

√
ω0r−

√
q)+]2

+Lpp
−(m+1)ϑ + o(1/p)

where ω0 = τ−2
p (βF )′[QF,F − QF,N (QN,N )−1QN,F ]βF and Q is defined as

in (2.17). First, by the choice of m, Lpp
−(m+1)ϑ ≤ Lpp

−ρ∗cp . Second, using
similar arguments in Lemma A.1, the summation contains at most Lp terms.
Third, by (2.37), ω0 ≥ ω̃(F,N). Combining the above, it suffices to show for
each triplet (I, F,N) in the summation,

(B.30) |I|ϑ+ [(
√
ω̃(F,N)r −√q)+]2 ≥ ρ∗cp.

The key to (B.30) is to show

(B.31) ω̃(F,N) ≥ 1/2.
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Once (B.31) is proved, since q ≤ r
4(
√

2− 1)2,

|I|ϑ+ [(
√
ω̃(F,N)r −√q)+]2 ≥ |I|ϑ+ r/4 ≥ ρ∗cp,

where in the last inequality we use the facts ρ∗cp ≤ ϑ+ r/4 and |I| ≥ 1. This
gives (B.30).

All remains is to show (B.31). We argue that it suffices to consider those
(I, F,N) where both I(= F ∪N) and F are formed by consecutive nodes.
First, since G is tri-diagonal, the definition of G∗ implies that any I E G∗ is
formed by consecutive nodes. Second, by (2.37) and basic algebra,

(B.32) ω̃(F,N) = min
ξ∈R|F |:|ξi|≥1

ξ′[(Q−1)F,F ]−1ξ,

where Q is defined in (2.17). Note that B is an identity matrix and Ips = I.
So Q−1 = HI,I , which is a tri-diagonal matrix. It follows from (B.32) that
if F is not formed by consecutive nodes, there exist F1 ⊂ F and N1 = I\F1

such that ω̃(F1, N1) ≤ ω̃(F,N). The argument then follows.
From now on, we focus on (I, F,N) such that both I and F are formed

by consecutive nodes. Elementary calculation yields

(B.33) [(Q−1)F,F ]−1 = (HF,F )−1 = Ω(k) − 1

k + 1
ηη′,

where k = |F |, Ω(k) is the k × k matrix defined by Ω(k)(i, j) = min{i, j}
and η = (1, · · · , k)′. We see that ω̃(F,N) only depends on k. When k = 1,
ω̃(F,N) = 1/2 by direct calculations following (B.32) and (B.33). When
k ≥ 2, from (B.32) and (B.33),

ω̃(F,N) = min
ξ∈R|F |:|ξi|≥1

[
k∑
l=1

(ξl + · · ·+ ξk)
2 − 1

k + 1
(ξ1 + 2ξ2 + · · ·+ kξk)

2

]
.

Let sl =
∑k

j=l ξj . The above right hand side is lower bounded by
∑k

l=1 s
2
l −

(
∑k

l=1 sl)
2/k =

∑
l<l′(sl − sl′)

2/k, where
∑

l<l′(sl − sl′)
2 ≥

∑k−1
l=1 (sl+1 −

sl)
2 ≥ k − 1. Therefore,

ω̃(F,N) ≥ (k − 1)/k ≥ 1/2.

This proves (B.31).
Next, consider (b). We check RCB, and the remaining proof is exactly the

same as in Lemma A.2. Towards this end, the goal is to show there exists a
constant c1 > 0 such that for any (k, V ) where V ⊂ {1, · · · , p} and k = |V |,

(B.34) λmin(HV,V ) ≥ c1k
−2.
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Since H is tri-diagonal, it suffices to show that (B.34) holds when V is
formed by consecutive nodes, i.e., V = {j, · · · , j+k} for some 1 ≤ j ≤ p−k.
In this case, we introduce a matrix Σ(k), which is ‘smaller’ than HV,V but
much easier to analyse:

Σ(k)(i, j) = 2 · 1{i = j} − 1{|i− j| = 1} − 1{i = j = k}, 1 ≤ i, j ≤ k.

It is easy to see that HV,V − Σ(k) is positive semi-definite. Hence,

(B.35) λmin(HV,V ) ≥ λmin(Σ(k)).

Observing that (Σ(k))−1 = Ω(k), where Ω(k) is as in (B.33), we have

(B.36) λmin(Σ(k)) =
[
λmax(Ω(k))

]−1 ≥
[
‖Ω(k)‖∞

]−1
= 2/(k2 + k).

Combining (B.35)-(B.36) gives (B.34).
Finally, consider (c). Fix 1 ≤ j ≤ p and the triplet (I(k), V0, V1), where

|I(k)| ≤ l0. The goal is to show

(B.37) ρj(V0, V1; I(k)) ≥ ρ∗cp + o(1).

Introduce the following quantities: From the PE-step and the choice `pe =
2 log(p), we can write

I(k),pe = {j1 + 1, · · · , j1 + L} and I(k) = {j1 +M1, · · · , j1 +M2},

where the integers L, M1 and M2 staisfy
(B.38)
M2−M1 ≤ l0 + 1, M1 ≥ [log(p)]1/(l0+1), (L−M2)/M1 ≥ [log(p)]1/(l0+1).

Denote K = M2−M1 +1, M0 = M1−
M2

1
L+1 and I ′′ = {M0, · · · ,M0 +K−1}.

Let F be the one-to-one mapping from I(k) to I ′′ such that F(i) = i− (j1 +
M1) + M0. Denote V ′′0 = F(V0) and V ′′1 = F(V1). Recall the definitions of
$j(V0, V1; I(k)) and $∗(V0, V1) (see (A.15) and (2.27)). We claim that

(B.39) $j(V0, V1; I(k)) ≥ $∗(V ′′0 , V ′′1 ) + o(1).

Once we have (B.39), plug it into the definition ρj(V0, V1; I(k)) and use
the monotonicity of the function f(x) = [(x − a/x)+]2 over (0,∞) when
a > 0. It follows that

ρj(V0, V1; I(k)) ≥ max{|V0|, |V1|}ϑ+
1

4

[(
√
$∗r −

∣∣|V1| − |V0|
∣∣ϑ

√
$∗r

)
+

]2

+o(1).
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where $∗ is short for $∗(V ′′0 , V
′′

1 ). Compare the first term on the right hand
side with (2.28) and recall that |V ′′0 | = |V0| and |V ′′1 | = |V1|. It follows that

(B.40) ρj(V0, V1; I(k)) ≥ ρ(V ′′0 , V
′′

1 ) + o(1).

Moreover, since M0 = min(V ′′0 , V
′′

1 ), by (B.28),

(B.41) ρ(V ′′0 , V
′′

1 ) ≥ ρ̃∗M0
.

Note that (B.38) implies M0 &M1 ≥ [log(p)]1/(1+l0). By a trivial extension
of Lemma B.6, we can derive that max(log(p))1/(1+l0)≤j≤p−(log(p))1/(1+l0) |ρ̃∗j −
ρ∗cp| = o(1). These together imply

(B.42) ρ̃∗M0
= ρ∗cp + o(1).

Combining (B.40)-(B.42) gives (B.37).
What remains is to show (B.39). The proof is similar to that of (B.86).

In detail, write for short $j = $j(V0, V1; I(k)), $∗ = $∗(V ′′0 , V
′′

1 ), B1 =

BI
(k),pe,I(k) , H1 = HI

(k),pe,I(k),pe and Q1 = B′1H
−1
1 B1. By similar arguments

in (B.87), $j ≥ minj∈I $j , and there exists a constant a1 > 0 such that

|min
j∈I

$j −$∗| ≤ max
ξ∈RK :‖ξ‖∞≤2a1

∣∣ξ′(GI′′,I′′ −Q1)ξ
∣∣ ≤ C‖GI′′,I′′ −Q1‖.

Therefore, it suffices to show that

(B.43) ‖GI′′,I′′ −Q1‖ = o(1).

Note thatQ1 is the (I ′, I ′)-block ofH−1
1 , where the index set I ′ = {M1, · · · ,M2}.

By (B.33), H−1
1 = Ω(L) − 1

L+1ηη
′, where η = (1, 2, · · · , L)′. It follows that

Q1 = (M1 − 1)1K1′K + Ω(K) − 1

L+ 1
ξξ′,

where 1K is the K-dimensional vector whose elements are all equal to 1,

and ξ = (M1, · · · ,M2)′. Define the L× L matrix ∆ by ∆(i, j) =
ij−M2

1
L+1 , for

1 ≤ i, j ≤ L and let ∆1 be the submatrix of ∆ by restricting the rows and
columns to I ′. By these notations,

Q1 = (M0 − 1)1K1′K + Ω(K) −∆1.

At the same time, we observe that

GI
′′,I′′ = (M0 − 1)1K1′K + Ω(K).

Combining the above yields that GI
′′,I′′ − Q1 = ∆1. Note that |∆(i, j)| ≤

M2
2−M2

1
L+1 ≤ (l0+1)(2M1+l0+1)

L+1 = o(1) for all i, j ∈ I ′. Hence, ‖∆1‖ = o(1) and
(B.43) follows directly. �
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B.6.1. Proof of Lemma B.6. To show the claim, we need to introduce
some quantities and lemmas. First, by a trivial extension of Lemma B.3,

ρ̃∗j (ϑ, r,G) = min
(F,N):min(F∪N)=j,F∩N=∅,F 6=∅

ψ(F,N).

where ψ(F,N) = ψ(F,N ;ϑ, r,G), defined in (2.35).
Second, let Rp denote the collection of all subsets of {1, · · · , p} that are

formed by consecutive nodes. Define

˜̃ρ∗j (ϑ, r,G) = min
(F,N):min(F∪N)=j,F∩N=∅,F 6=∅,F∪N∈Rp,F∈Rp,|F |≤3,|N |≤2

ψ(F,N),

where we emphasize that the minimum is taken over finite pairs (F,N). The
following lemma is proved in Appendix C.

Lemma B.7. As p→∞, maxlog(p)≤j≤p−log(p) |ρ̃∗j (ϑ, r,G)− ˜̃ρ∗j (ϑ, r,G)| =
o(1).

Third, for each dimension k, define the k × k matrix Σ
(k)
∗ as

(B.44) Σ
(k)
∗ (i, j) = 2 · 1{i = j} − 1{|i− j| = 1},

except that Σ
(k)
∗ (1, 1) = Σ

(k)
∗ (k, k) = 1, and the k × k matrix Ω

(k)
∗ as

(B.45) Ω
(k)
∗ (i, j) = min{i, j} − 1.

Let

ω(∞)(F,N) =


minξ∈R|F |:|ξj |≥1 ξ

′[(Σ
(k)
∗ )F,F ]−1ξ, |N | > 0

minξ∈R|I|:|ξj≥1,1′ξ=0 ξ
′Ω

(k)
∗ ξ, |N | = 0, |F | > 1

∞, |N | = 0, |F | = 1

and define ψ(∞)(F,N) = ψ(∞)(F,N ;ϑ, r,G), a counter part of ψ(F,N), by
replacing ω(F,N) by ω(∞)(F,N) in the definition (2.35). Let

ρ(∞)(ϑ, r) = min
(F,N):min(F∪N)=1,F∩N=∅,F 6=∅,F∈Rp,F∪N∈Rp,|F |≤3,|N |≤2

ψ(∞)(F,N),

where we note that ρ(∞)(ϑ, r) does not depend on j. The following lemma
is proved in Appendix C.

Lemma B.8. As p→∞, maxlog(p)≤j≤p−log(p) | ˜̃ρ∗j (ϑ, r,G)− ρ(∞)(ϑ, r)| =
o(1).
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Now, we show the claims. Write for short ρ̃∗j = ρ̃∗j (ϑ, r,G), and ˜̃ρ∗j , ρ
∗
cp

similarly. First, we show
dp(GO) ≤ Lp.

Denote (F ∗j , N
∗
j ) the minimum in defining ˜̃ρ∗j , and if there is a tie, we pick

the one that appears first lexicographically. By definition and Lemma B.7,
for any log(p) ≤ j ≤ p− log(p),

ψ(F ∗j , N
∗
j ) ≡ ˜̃ρ∗j = ρ̃∗j + o(1), and (F ∗j ∪N∗j ) ⊂ {j, · · · , j + 4}.

By the definition of GO, these imply that there is an edge between nodes j
and k only when |k − j| ≤ 4. So dp(GO) ≤ C.

Next, we show for all log(p) ≤ j ≤ p− log(p),

ρ̃∗j = ρ∗cp + o(1).

By Lemma B.7 and Lemma B.8, it suffices to show

(B.46) ρ(∞) = ρ∗cp.

Introduce the function ν(·;F,N) for each (F,N):

ν(x;F,N) =

{
(|F |+ 2|N |)/2 + ω(∞)x/4, |F | is even,

(|F |+ 2|N |+ 1)/2 + [(
√
ω(∞)x− 1/

√
ω(∞)x)+]2/4, |F | is odd,

where ω(∞) is short for ω(∞)(F,N). Then we can write

ψ(∞)(F,N ;ϑ, r,G) = ϑ · ν(r/ϑ;F,N).

Let ν∗(x) = min(F,N) ν(x;F,N), where the minimum is taken over those

(F,N) in defining ρ(∞). It follows that

(B.47) ρ(∞)(ϑ, r) = min
(F,N)

ϑ · ν(r/ϑ;F,N) = ϑ · ν∗(r/ϑ).

Below, we compute the function ν∗(·) by computing the functions ν(·;F,N)
for the finite pairs (F,N) in defining ρ(∞). After excluding some obviously
non-optimal pairs, all possible cases are displayed in Table 1. Using Table
1, we can further exclude the cases with |F | = 3. In the remaining, for each
fixed value of ω(∞), we keep two pairs of (F,N) which minimize |F |+ 2|N |
among those with |F | odd and even respectively. The results are displayed in
Table 2. Then ν∗(·) is the lower envelope of the four functions listed. Direct
calculations yield

ν∗(x) =

{
1 + x/4, 0 < x ≤ 6 + 2

√
10;

3 + (
√
x− 2/

√
x)2/8, x > 6 + 2

√
10.

Plugging this into (B.47) and comparing it with the definition of ρ∗cp, we
obtain (B.46). �
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Table 1
Calculation of ω(∞)(F,N)

F N (Σ
(k)
∗ )F,F Ω

(k)
∗ ξ∗ ω(∞)(F,N)

{1} {2} 1 - 1 1
{2} {1, 3} 2 - 1 1

2

{1, 2} ∅ -

(
0 0
0 1

)
(1,−1)′ 1

{1, 2} {3}
(

1 −1
−1 2

)
- (1,−1)′ 1

{2, 3} {1, 4}
(

2 −1
−1 2

)
- (1,−1)′ 2

3

{1, 2, 3} ∅ -

0 0 0
0 1 1
0 1 2

 (1,−2, 1)′ 2

{1, 2, 3} {4}

 1 −1 0
−1 2 −1
0 −1 2

 - (1,− 3
2
, 1)′ 3

2

{2, 3, 4} {1, 5}

 2 −1 0
−1 2 −1
0 −1 2

 - (1,−1, 1)′ 1

Table 2
Calculation of ν(x;F,N)

ω(∞) |F | |N | ν(x;F,N) ‖ξ∗‖∞
1 1 1 2 + 1

4
(
√
x− 1√

x
)2+ 1

1 2 0 1 + x
4

1
1
2

1 2 3 + 1
8
(
√
x− 2√

x
)2+ 1

2
3

2 2 3 + x
6

1

B.7. Proof of Lemma A.1. Fix ϑ and r. Write for short ρ∗j = ρ∗j (ϑ, r,G).
To show the claim, it suffices to show for each 1 ≤ j ≤ p,

(B.48) P
(
βj 6= 0, j /∈ U∗p

)
≤ Lp[p−ρ

∗
j + p−(m+1)ϑ] + o(1/p).

Fix 1 ≤ j ≤ p. Recall that G∗S is the subgraph of G∗ by restricting the
nodes into S(β). Over the event {βj 6= 0}, there is a unique component I
such that j ∈ I C G∗S . By Frieze and Molloy (1999), |I| ≤ m except for a
probability of at most Lpp

−(m+1)ϑ, where the randomness comes from the
law of β. Denote this event as Ap = Ap,j . To show (B.48), it suffices to show

(B.49) P
(
βj 6= 0, j /∈ U∗p , Ap

)
≤ Lpp−ρ

∗
j + o(1/p).

Note that I depends on β (and so is random), and also that over the event
Ap, any realization of I is a connected subgraph in G∗ with size ≤ m.
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Therefore,

P
(
βj 6= 0, j /∈ U∗p , Ap

)
≤

∑
I:j∈IEG∗,|I|≤m

P
(
j ∈ I C G∗S , j /∈ U∗p , Ap

)
,

where on the right hand side, we have misused the notation slightly by
denoting I as a fixed (non-random) connected subgraph of G∗. Since G∗
is Kp-sparse (see Lemma B.1), for any fixed j, there are no more than
C(eKp)

m connected subgraph I such that j ∈ I and |I| ≤ m (Frieze and
Molloy, 1999). Noticing that C(eKp)

m ≤ Lp, to show (B.49), it is sufficient
to show for any fixed I such that j ∈ I E G∗ and |I| ≤ m,

(B.50) P
(
j ∈ I C G∗S , j /∈ U∗p , Ap

)
≤ Lpp−ρ

∗
j + o(1/p).

Fix such an I. The subgraph (as a whole) has been screened in some sub-
stage of the PS-step, say, sub-stage t. Let N̂ = U (t−1) ∩ I and F̂ = I\N̂ be
as in the initial sub-step of the PS-step. By definitions, the event {j /∈ U∗p} is
contained in the event that I fails to pass the χ2-test in (2.19). As a result,

P
(
j ∈ I C G∗S , j /∈ U∗p , Ap

)
≤ P

(
j ∈ I C G∗S , T (d, F̂ , N̂) ≤ 2q(F̂ , N̂) log(p), Ap

)
≤

∑
(F,N):F∪N=I,F∩N=∅,F 6=∅

P
(
j ∈ I C G∗S , T (d, F,N) ≤ 2q(F,N) log(p), Ap

)
,

where (F,N) are fixed (non-random) subsets, and q = q(F,N) is either as
in (2.33) or in (2.38). Since |I| ≤ m, the summation in the second line only
involves at most finite terms. Therefore, to show (B.50), it suffices to show
for each fixed triplet (I, F,N) satisfying j ∈ I E G∗, |I| ≤ m, F ∪ N = I,
F ∩N = ∅ and F 6= ∅,

(B.51) P
(
j ∈ ICG∗S , T (d, F,N) ≤ 2q(F,N) log(p), Ap

)
≤ Lpp−ρ

∗
j +o(1/p).

Now, we show (B.51). The following lemma is proved below.

Lemma B.9. For each fixed (I, F,N) such that I = F ∪N , F ∩N = ∅,
F 6= ∅ and |I| ≤ m, there exists a random variable T0 such that with probabil-
ity at least 1−o(1/p), |T (d, F,N)−T0| ≤ C(log(p))1/α, and conditioning on
βI , T0 has a non-central χ2-distribution with the degree of freedom k ≤ |I|
and the non-centrality parameter

δ0 = (βF )′
[
QF,F −QF,N (QN,N )−1QN,F

]
βF ,

where Q is as defined in (2.17).
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Fix a triplet (I, F,N) and let δ0 be as in Lemma B.9. Then

P
(
I C G∗S , T (d, F,N) ≤ 2q(F,N) log(p), Ap,j

)
(B.52)

≤ P
(
I C G∗S , T0 ≤ 2q(F,N) log(p) + C(log(p))1/α

)
+ o(1/p)

≤ P
(
I C G∗S

)
· P
(
T0 ≤ 2q(F,N) log(p) + C(log(p))1/α

∣∣βI)+ o(1/p).

Denote ω0 = τ−2
p δ0. By Lemma B.9, (T0|βI) ∼ χ2

k(2rω0 log(p)), where k ≤
m. In addition, (log(p))1/α � log(p) by recalling that α > 1. Combining
these and using the basic property of non-central χ2-distributions,

P
(
T0 ≤ 2q(F,N) log(p) + C(log(p))1/α

∣∣βI) ≤ Lpp−[(
√
ω0r−
√
q(F,N))+]2 .

Inserting this into (B.52) and noting that P
(
I C G∗S

)
≤ Lpp−|I|ϑ, we have

P
(
ICG∗S , T (d, F,N) ≤ 2q(F,N) log(p), Ap

)
≤ Lpp−|I|ϑ−[(

√
ω0r−
√
q(F,N))+]2+o(1/p).

Comparing this with (B.51) and using the expression of ρ∗j in Lemma B.3,
it suffices to show

(B.53) |I|ϑ+ [(
√
ω0r −

√
q(F,N))+]2 ≥ ψ(F,N).

Recall that q = q(F,N) is chosen from either (2.33) or (2.38). In the
former case, since ω0 ≥ ω̃(F,N) by definition (see (2.37)), it follows imme-
diately from (2.33) and (2.34) that (B.53) holds. Therefore, we only consider
the latter, in which case q(F,N) = q̃|F | and (B.53) reduces to

(B.54) |I|ϑ+ [(
√
ω0r −

√
q̃|F |)+]2 ≥ ψ(F,N).

By the expression of ψ(F,N),

ψ(F,N) ≤ (|I| − |F |/2)ϑ+ (ωr/4 + ϑ/2) ≤ |I|ϑ+ ωr/4,

where ω is a shorthand of ω(F,N). Therefore, to show (B.54), it suffices to
check

(B.55)
(√
ω0r −

√
q̃|F |

)
+
≥
√
ωr/2.

Towards this end, recalling that F ⊂ I, we let Σ and Σ̃ be the respective
submatrices of (GI,I)−1 andQ−1 formed by restricting the rows and columns
from I to F . Let ξ∗ = τ−1

p βF . By elementary calculation and noting that
a > a∗g(G),

ω = min
ξ∈R|F |:1≤|ξi|≤a

ξ′Σ−1ξ, ω0 = (ξ∗)′Σ̃−1ξ∗.
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On one hand, since G ∈M∗p(γ, g, c0, A1) and |I| ≤ m ≤ g,

(B.56) ω ≥ |F | · λmin(GI,I) ≥ c0 · |F |.

On the other hand, noting that ‖ξ∗‖∞ ≤ a,

(B.57) |ω − ω0| ≤ max
ξ∈R|F |:1≤|ξi|≤a

|ξ′(Σ−1 − Σ̃−1)ξ| ≤ (a2 · ‖Σ−1 − Σ̃−1‖)|F |.

We argue that ‖Σ−1−Σ̃−1‖ can be taken to be sufficiently small by `ps suffi-
ciently large. To see the point, note that ‖Σ−1−Σ̃−1‖ ≤ ‖GI,I‖2‖Q−1‖2‖GI,I−
Q‖. First, since |I| ≤ m, ‖GI,I‖2 ≤ C. Second, note that Q is the Fisher In-
formation Matrix associated with the model dI

ps ∼ N(BI
ps,IβI , HI

ps,Ips).
Using Lemma 2.2 and (B.77), ‖GI,I −Q‖ ≤ C(`ps)−γ . Third, ‖(GI,I)−1‖ ≤
c−1

0 , since G ∈ M∗p(γ, g, c0, A1). Finally, ‖Q−1‖ ≤ 2c−1
0 when GI,I and Q

are sufficiently close. Combining these gives that ‖Σ−1 − Σ̃−1‖ ≤ C(`ps)−γ ,
for sufficiently large `ps, and the claim follows.

As a result, by taking `ps a sufficiently large constant integer, we have

(B.58) a2‖Σ−1 − Σ̃−1‖ ≤
(1

2

√
c0 −

√
q̃/r
)2
,

where we note the right hand side is a fixed positive constant. Combining
(B.56)-(B.58),√

(ω − ω0)+ ≤
(1

2

√
c0 −

√
q̃/r
)√
|F | ≤ 1

2

√
ω −

√
q̃|F |/r,

where the first inequality follows from (B.57) and (B.58), as well as the
fact that q̃ < c0r/4 (so that 1

2

√
c0 −

√
q̃/r > 0); and the last inequality

follows from (B.56). Combining this to the well known inequality that
√
a+√

(b− a)+ ≥
√
b for any a, b ≥ 0, we have

√
ω0 ≥

√
ω −

√
(ω − ω0)+ ≥

√
ω −

(1

2

√
ω −

√
q̃|F |/r

)
≥ 1

2

√
ω +

√
q̃|F |/r,

and (B.55) follows directly. �

B.7.1. Proof of Lemma B.9. Recall that T (d, F,N) = W ′Q−1W−W ′N (QN,N )−1WN

where d = DY , W and Q are defined in (2.17) which depend on I = F ∪N ,
and WN and QN,N are defined in (2.18). Let V = S(β)\I. By definitions,

W = QβI+ξ+u, where ξ = (BI
ps,I)′(HI

ps,Ips)−1BI
ps,V βV and u ∼ N(0, Q).

Denote W̃ = QβI + u. Introduce a proxy of T (d, F,N) by

T0(d, F,N) = W̃ ′Q−1W̃ − (W̃N )′(QN,N )−1W̃N .
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Write for short T = T (d, F,N) and T0 = T0(d, F,N). To show the claim,
it is sufficient to show (a) |T − T0| ≤ C(log(p))1/α with probability at least
1− o(1/p) and (b) (T0|βI) ∼ χ2

k(δ0).
Consider (a) first. By direct calculations,

(B.59) |T − T0| ≤ 2‖ξ‖ ·
(
2‖βI‖+ ‖Q−1‖‖ξ‖+ 2‖Q−1/2‖‖Q−1/2u‖

)
.

First, since |I| ≤ m and ‖β‖∞ ≤ aτp ≤ C
√

log(p), ‖βI‖ ≤ C
√

log(p). Sec-
ond, by definitions, max{‖Q−1/2‖, ‖Q−1‖} ≤ C. Last, note that Q−1/2u ∼
N(0, I|I|) and so with probability at least 1−o(1/p), ‖Q−1/2u‖ ≤ C

√
log(p).

Inserting these into (B.59), we have that with probability at least 1−o(1/p),

|T − T0| ≤ C‖ξ‖
(√

log(p) + ‖ξ‖
)
.

We now study ‖ξ‖. By definitions, it is seen that

‖ξ‖ ≤ ‖BIps,I‖ · ‖(HIps,Ips)−1‖ · ‖BIps,V βV ‖.

First, we have ‖BIps,I‖ ≤ ‖B‖ ≤ C. Second, since |Ips| ≤ C, by RCB,
λmin(HI

ps,Ips) ≥ c1|Ips|−κ ≥ C > 0, and so ‖(HIps,Ips)−1‖ ≤ C. Third, by
basic algebra,

(B.60) ‖BIps,V βV ‖ ≤
√
|Ips| · ‖BIps,V βV ‖∞ ≤ C‖BI

ps,V ‖∞ · ‖βV ‖∞.

Here, we note that ‖BIps,V ‖∞ ≤ ‖B − B∗∗‖∞, where B∗∗ is defined in
Section B.1, and where by Lemma B.1, ‖B − B∗∗‖∞ ≤ C(log(p))−(1−1/α).
As a result, ‖BIps,V ‖∞ ≤ C(log(p))−(1−1/α). Inserting this into (B.60) and
recalling that ‖βV ‖∞ ≤ C

√
log(p),

‖BIps,V βV ‖ ≤ C(log(p))−(1−1/α) ·
√

log(p) = C(log(p))1/α−1/2.

Combining these gives that ‖ξ‖ ≤ C(log(p))1/α−1/2. This, together with
(B.59), implies that

|T−T0| ≤ C(log(p))1/α−1/2[
√

log(p)+(log(p))1/α−1/2] ≤ C[(log(p))1/α+(log(p))2/α−1],

and the claim follows by recalling α > 1.
Next, consider (b). Write for short R = (HI

ps,Ips)−1/2BI
ps,I . Also, recall

that F and N are subsets of I. We let RF and RN be the submatrices of R
by restricting the columns to F and N , respectively (no restriction on the
rows). By definitions, Q = R′R and u ∼ N(0, Q), so that we can rewrite
u = R′z̃ for some random vector z̃ ∼ N(0, I|Ips|). With these notations, we
can rewrite T0 as

T0 = (RβI + z̃)′[R(R′R)−1R′ −RN (R′NRN )−1R′N ](RβI + z̃).
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Therefore, (T0|βI) ∼ χ2
k(δ̃0) (Lehmann and Casella, 1998), where k =

rank(R)− rank(RN ) ≤ |I|, and

δ̃0 ≡ (RβI)′[R(R′R)−1R′ −RN (R′NRN )−1R′N ](RβI).

By basic algebra, δ̃0 = δ0. This completes the proof. �

B.8. Proof of Lemma A.2. Viewing U∗p as a subgraph of G+, we recall
that ICU∗p stands for that I is a component of U∗p . The assertion of Lemma
A.2 is that there exists a constant integer l0 such that

(B.61) P
(
|I| > l0 for some I C U∗p

)
= o(1/p).

The key to show the claim is the following lemma, which is proved below:

Lemma B.10. There is an event Ap and a constant C1 > 0 such that
P (Acp) = o(1/p) and that over the event Ap, ‖dI

ps‖2 ≥ 5C1|I| log(p) for all
I C U∗p .

By Lemma B.10, to show (B.61), it suffices to show

(B.62) P
(
|I| > l0 for some I C U∗p , Ap

)
= o(1/p).

Now, for each 1 ≤ j ≤ p, there is a unique component I such that j ∈ ICU∗p .
Such I is random, but any of its realization is a connected subgraph of G+.
Therefore,
(B.63)

P
(
|I| > l0 for some ICU∗p , Ap

)
≤

p∑
j=1

∞∑
l=l0+1

∑
I:j∈IEG+,|I|=l

P
(
j ∈ ICU∗p , Ap

)
,

where on the right hand side we have changed the meaning of I to denote
a fixed (non-random) connected subgraph of G+. We argue that

(a) for each (j, l), the third summation on the right of (B.63) sums over
no more than Lp terms;

(b) there are constants C2, C3 > 0 such that for any (j, I) satisfying j ∈
I E G+, P

(
j ∈ I C U∗p , Ap

)
≤ Lp

[
p−C2

√
|I| + p−C3|I|

]
.

Once (a) and (b) are proved, then it follows from (B.63) that

P
(
|I| > l0 for some I C U∗p , Ap

)
≤ Lp

[
p1−C2

√
l0 + p1−C3l0

]
,

and (B.62) follows by taking `0 sufficiently large.
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It remains to show (a) and (b). Consider (a) first. Note that the number of
connected subgraph I of size l such that j ∈ IEG+ is bounded by C(eK+

p )l

(Frieze and Molloy, 1999), where K+
p is the maximum degree of G+. At the

same time, by Lemma B.1 and Lemma B.2, K+
p is an Lp term. Combining

these gives (a).
Consider (b). Denote V = {j : B∗∗(i, j) 6= 0, for some i ∈ Ips}, where

B∗∗ is defined in Section B.1. Write for short d1 = dI
ps

, B1 = BI
ps,V and

H1 = HI
ps,Ips . With these notations and by Lemma B.10, (b) reduces to

(B.64) P
(
j ∈ I C U∗p , ‖d1‖2 ≥ 5C1|I| log(p)

)
≤ Lp

[
p−C2

√
|I| + p−C3|I|].

We now show (B.64). Note that d1 = B1β
V + ξ + z̃, where ξ = [(B −

B∗∗)β]I
ps

and z̃ ∼ N(0, H1). For preparation, we claim that

(B.65) ‖ξ‖2 = |I| · o(log(p)).

In fact, first since `ps is finite, |Ips| ≤ C|I| and it follows that ‖ξ‖2 ≤
C|I| · ‖ξ‖2∞. Second, by Lemma B.1, ‖B − B∗∗‖∞ = o(1). Since ‖β‖∞ ≤
aτp ≤ C

√
log(p), it follows that ‖ξ‖∞ ≤ ‖B − B∗∗‖∞‖β‖∞ = o(

√
log(p)).

Combining these gives (B.65).
Now, combining (B.64) and (B.65) and using the well-known inequality

(a+ b)2 ≤ 2a2 + 2b2 for a, b ∈ R, we find that for sufficiently large p,

P
(
j ∈ I C U∗p , ‖d1‖2 ≥ 5C1|I| log(p)

)
(B.66)

≤ P
(
j ∈ I C U∗p , ‖B1β

V + z̃‖2 ≥ 4C1|I| log(p)
)

≤ P
(
j ∈ I C U∗p , ‖B1β

V ‖2 + ‖z̃‖2 ≥ 2C1|I| log(p)
)

≤ P
(
‖B1β

V ‖2 ≥ C1|I| log(p)
)

+ P
(
‖z̃‖2 ≥ C1|I| log(p)

)
≡ I + II.

We now analyze I and II separately. Consider I first. We claim there is a
constant C4 > 0, not depending on |I|, such that ‖B1β

V ‖ ≤
√
C4 log(p)‖βV ‖0.

To see this, note that ‖B1β
V ‖ ≤ ‖B1β

V ‖1 ≤ ‖B1‖1‖βV ‖1, where ‖B1‖1 ≤
‖B‖1 ≤ C, with C > 0 a constant independent of |I|. At the same time,
‖βV ‖1 ≤ aτp‖βV ‖0. So the argument holds for C4 = 2ra2C2. Additionally,
‖βV ‖0 has a multinomial distribution, where the number of trials is |V | ≤ Lp
and the success probability is εp = p−ϑ. Combining these, we have

(B.67) I ≤ P
(
‖βV ‖0 ≥

√
(C1/C4)|I|

)
≤ Lpp−ϑb

√
(C1/C4)|I|c,

where bxc denotes the the largest integer k such that k ≤ x.
Next, consider II. Note that ‖H1‖ ≤ ‖H‖ ≤ C5, where C5 > 0 is a

constant independent of |I|. It follows that ‖z̃‖2 ≤ C−1
5 ‖H

−1/2
1 z̃‖2, where
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‖H−1/2
1 z̃‖2 has a χ2-distribution with degree of freedom |Ips| ≤ C|I|. Using

the property of χ2-distributions,

(B.68) II ≤ P
(
‖H−1/2

1 z̃‖2 ≥ C1C5|I| log(p)
)
≤ Lpp−(C1C5/2)|I|.

Inserting (B.67) and (B.68) into (B.66), (B.64) follows by taking C2 >
ϑ
√
C1/C4 and C3 > C1C5/2. �

B.8.1. Proof of Lemma B.10. For preparation, we need some notations.
First, for a constant δ0 > 0 to be determinded, define the p× p matrices B̃
and H̃ by

B̃(i, j) = B(i, j)1{|B(i, j)| > δ0}, H̃(i, j) = H(i, j)1{|H(i, j)| > δ0}.

Second, view U∗p as a subgraph of G+. Note that in the PS-step, each
Gt is a connected subgraph of G+. Hence, any Gt that passed the test must
be contained as a whole in one component of U∗p . It follows that for any
I C U∗p , there exists a (random) set T ⊂ {1, · · · , T} such that I = ∪t∈T Gt.
Therefore, we write

I = ∪ŝ0i=1Vi,

where each Vi = Gt for some t ∈ T , and these Vi’s are listed in the order
they were tested. Denote N̂i = U (t−1) ∩ Gt and F̂i = Gt\N̂i. Let W(i) and
Q(i) be the vector W and matrix Q in (2.17). From basic algebra, the test
statistic can be rewritten as
(B.69)

T (d, F̂i, N̂i) = ‖u(i)‖2, u(i) ≡ Σ
−1/2
(i) [W F̂i

(i) −Q
F̂i,N̂i

(i) (QN̂i,N̂i

(i) )−1W N̂i

(i) ],

where Σ(i) = QF̂i,F̂i

(i) −QF̂i,N̂i

(i) [QN̂i,N̂i

(i) ]−1QN̂i,F̂i

(i) .
Third, define

W ∗(i) = (B̃V ps
i ,Vi)′(H̃V ps

i ,V ps
i )−1dV

ps
i ,

and u∗(i) as in (B.69) with W(i) replaced by W ∗(i). Let u be the |I| × 1 vector

by putting {u(i), 1 ≤ i ≤ ŝ0} together, and define u∗ similarly.
With these notations, to show the claim, it suffices to show there exist

positive constants C6, C7 such that with probability at least 1− o(1/p), for
any I C U∗p ,

(B.70) ‖u∗‖2 ≥ C6|I| log(p),

and

(B.71) ‖u∗‖2 ≤ C7‖dI
ps‖2.
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Consider (B.70) first. Since each Vi passed the test, ‖u(i)‖2 ≥ t(F̂i, N̂i). If

t(F̂i, N̂i) is chosen from (2.33), t(F̂i, N̂i) ≥ 2q0 log(p) ≥ 2(q0/m)|F̂i| log(p);
otherwise it is chosen from (2.38), then t(F̂i, N̂i) ≥ 2q̃|F̂i| log(p). In both
cases, there is a constant q > 0 such that

‖u(i)‖2 ≥ 2q|F̂i| log(p), 1 ≤ i ≤ ŝ0.

In addition, it is easy to see that ∪iF̂i is a partition of I. It follows that

(B.72) ‖u‖2 =

ŝ0∑
i=1

‖u(i)‖2 ≥ 2q|I| log(p).

At the same time, let Ap be the event {‖d‖∞ ≤ C0

√
log(p)}, where we

argue that when C0 is sufficiently large, P (Acp) = o(1/p). To see this, recall

that d = Bβ +H1/2z̃, where z̃ ∼ N(0, Ip). By the assumptions, ‖B‖∞ ≤ C,
‖β‖∞ ≤ C

√
log(p) and ‖H‖∞ ≤ C. Therefore, ‖d‖∞ ≤ C(

√
log(p)+‖z̃‖∞).

It is well-known that P (‖z̃‖∞ >
√

2a log(p)) = Lpp
−a for any a > 0. Hence,

when C0 is sufficiently large, P (Acp) = o(1/p).
We shall show that over the event Ap, by choosing δ0 a sufficiently small

constant,

(B.73) ‖u− u∗‖2 ≤ q|I| log(p)/2.

Once this is proved, combining (B.72) and (B.73), and applying the inequal-
ity (a+ b)2 ≤ 2(a2 + b2) for any a, b ∈ R, we have

2q|I| log(p) ≤ ‖u‖2 ≤ 2(‖u∗‖2 + ‖u− u∗‖2) ≤ 2‖u∗‖2 + q|I| log(p).

Hence, (B.70) holds with C6 = q/2.
What remains is to prove (B.73). It follows from G ∈M∗p(γ, g, c0, A1) and

|Vi| ≤ m ≤ g that ‖(GVi,Vi)−1‖ ≤ c−1
0 . As a result, ‖Q−1

(i) ‖ ≤ C. Also, Σ−1
(i) is

a submatrix of Q−1
(i) ; and hence ‖Σ−1

(i) ‖ ≤ C. This implies

(B.74) ‖u(i) − u∗(i)‖ ≤ C‖W(i) −W ∗(i)‖, 1 ≤ i ≤ ŝ0.

SinceB enjoys a polynomial off-diagonal decay with rate α, ‖(B−B̃)V
ps
i ,Vi‖∞ ≤

Cδ
1−1/α
0 . Noting that |V ps

i | ≤ C, this implies ‖(B − B̃)V
ps
i ,Vi‖ ≤ Cδ

1−1/α
0 .

Similarly, we can derive ‖(H− H̃)V
ps
i ,V ps

i ‖ ≤ Cδ1−1/α
0 . These together imply

(B.75) ‖W(i) −W ∗(i)‖ ≤ Cδ
1−1/α
0 ‖dV

ps
i ‖ ≤ Cδ1−1/α

0 ‖d‖∞, 1 ≤ i ≤ ŝ0,
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where in the last inequality we use the facts that |V ps
i | ≤ C and ‖dV

ps
i ‖∞ ≤

‖d‖∞. Combining (B.74) and (B.75), over the event Ap,

‖u(i) − u∗(i)‖
2 ≤ Cδ2(1−1/α)

0 log(p), 1 ≤ i ≤ ŝ0.

Noting that α > 1, we can choose a sufficiently small δ0 such that Cδ
2(1−1/α)
0 ≤

q/2, and (B.73) follows by noting |ŝ0| ≤ |I|.
Next, consider (B.71). We write

u∗ = ΞΓΘ dI
ps
,

where the matrices Ξ, Γ and Θ are defined as follows: Ξ is a block-wise
diagonal matrix with the i-th block equals to Σ−1

(i) . Γ is a |I| × (
∑ŝ0

i=1 |Vi|)
matrix, with the (F̂i, Vi)-block is given by

ΓF̂i,Vi =
[
I, −QF̂i,N̂i

(i) (QN̂i,N̂i

(i) )−1
]
.

and 0 elsewhere. Θ is a (
∑ŝ0

i=1 |Vi|)× |Ips| matrix, with the (Vi, V
ps
i )-block

ΘVi,V
ps
i = (B̃V ps

i ,Vi)′(H̃V ps
i ,V ps

i )−1,

and 0 elsewhere.
Note that these matrices are random (they depend on U∗p and I). Below,

we show that for any realization of U∗p and any component I C U∗p ,

(B.76) ‖ΞΓΘ‖ ≤ C.

Once (B.76) is proved, (B.71) follows by letting C7 = C2.
We now show (B.76). Since ‖ΞΓΘ‖ ≤ ‖Ξ‖‖Γ‖‖Θ‖, it suffices to show

‖Ξ‖, ‖Γ‖, ‖Θ‖ ≤ C.

First, ‖Ξ‖ ≤ maxi ‖Q−1
(i) ‖ ≤ C. Second, the entries in Γ and Θ have a uniform

upper bound in magnitude, and each row and column of Γ has ≤ m non-zero
entries. So ‖Γ‖ ≤ C. Finally, each row of Θ has no more than 2m`ps entries;
as a result, to show ‖Θ‖ ≤ C, we only need to prove that each column of Θ
also has a bounded number of non-zero entries.

Towards this end, write for short B̃(i) = B̃V ps
i ,Vi and H̃(i) = H̃V ps

i ,V ps
i for

each 1 ≤ i ≤ ŝ0. By definition,

Θ(k, j) =
∑

j′∈V ps
i

B̃(i)(j
′, k)H̃−1

(i) (j′, j), k ∈ Vi, j ∈ V ps
i .
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First, given the chosen δ0, each row or column of B̃ and H̃ has ≤ L0 non-zero
entries, where L0 is a constant integer. Therefore, for each j′, the number
of k such that B̃(j′, k) 6= 0 is upper bounded by L0. Second, we define a
graph G = G(δ0) where there is an edge between nodes j and j′ if and only if
H̃(j, j′) 6= 0. For each 1 ≤ i ≤ ŝ0, let Gi be the restriction of G to the nodes
in V ps

i . We see that H̃(i) is block-diagonal with each block corresponding

to a component of Gi, and so is (H̃(i))
−1. This means (H̃(i))

−1(j′, j) can be
non-zero only when j and j′ belong to the same component of Gi. Since
|V ps
i | ≤ 2m`ps for all i, necessarily, there exits a path in G of length ≤ 2m`ps

that connects j and j′. Third, since G is L0-sparse, for each j, the number
of j′ that is connected to j with a path of length ≤ 2m`ps is upper bounded
by L2m`ps

0 . In summary, for each fixed j, there are no more than L0 ·L2m`ps
0

nodes k such that Θ(k, j) 6= 0, i.e., each column of Θ has ≤ L2m`ps+1
0 nonzero

entries and the claim follows. �

B.9. Proof of Lemma A.3. Fix I and recall that J = {j : D(i, j) 6=
0, for some i ∈ I}. In this lemma, Ipe is as in Definition 2.6, but J pe
is redefined as J pe = {j : D(i, j) 6= 0, for some i ∈ Ipe}. Denote M =
|J pe|− |Ipe| and write GJ

pe,J pe
= G1 for short. Let F be the mapping from

J pe to {1, · · · , |J pe|} that maps each j ∈ J pe to its order in J pe. Denote
I1 = F(I). By these notations, the claim reduces to: for any |J pe| × M
matrix U whose columns contain an orthonormal basis of Null(Ipe,J pe),∥∥[U(U ′G−1

1 U)−1U ′]I1,I1
∥∥ = o(1).

It suffices to show

(B.77)
∥∥[U(U ′G−1

1 U)−1U ′]I1,I1
∥∥ ≤ C(`pe)−γ ,

where γ > 0 is the same as in M∗p(γ, g, c0, A1). In fact, once this is proved,
the claim follows by noting that `pe = (log(p))ν →∞.

We now show (B.77). By elementary algebra,

(B.78)
∥∥[U(U ′G−1

1 U)−1U ′]I1,I1
∥∥ ≤ ∥∥(U ′G−1

1 U)−1
∥∥∥∥(UU ′)I1,I1

∥∥ .
Consider

∥∥(U ′G−1
1 U)−1

∥∥ first. Since U ′U is an identity matrix, we have
‖(U ′G−1

1 U)−1‖ = [λmin(U ′G−1
1 U)]−1 ≤ [λmin(G−1

1 )]−1 = ‖G1‖. Addition-

ally, the assumptionG ∈M∗p(γ, g, c0, A1) implies that ‖G1‖ ≤ A1
∑|J pe|

j=1 j−γ ≤
C|J pe|1−γ . Last, when |I| ≤ l0, 2`pe + 1 ≤ |J pe| ≤ (2`pe + 1)l0. Combining
the above yields

(B.79)
∥∥(U ′G−1

1 U)−1
∥∥ ≤ C(`pe)1−γ .
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Next, consider
∥∥(UU ′)I1,I1

∥∥. Note that ‖(UU ′)I1,I1‖ ≤ |I1|·maxi,i′∈I1 |(UU ′)(i, i′)|,
where maxi,i′∈I1 |U ′U(i, i′)| ≤M ·maxi∈I1,1≤j≤M |U(i, j)|2. Here |I1| = |I| ≤
l0 and M ≤ h|I| ≤ hl0. It follows that

(B.80)
∥∥(UU ′)I1,I1

∥∥ ≤ C max
i∈I1,1≤j≤M

|U(i, j)|2.

The following lemma is proved in Appendix C.

Lemma B.11. Under the conditioins of Lemma A.3, for any IEG+ such
that |I| ≤ l0, and any matrix U whose columns form an orthonormal basis
of Null(Ipe,J pe),

max
i∈F(I),1≤j≤|J pe|−|Ipe|

|U(i, j)|2 ≤ C(`pe)−1.

Using Lemma B.11, it follows from (B.80) that

(B.81)
∥∥(UU ′)I1,I1

∥∥ ≤ C(`pe)−1.

Inserting (B.79) and (B.81) into (B.78), we obtain (B.77). �

B.10. Proof of Lemma A.4. Write for short

M1 =

p∑
j=1

∑
I:j∈IEG+,|I|≤l0

P
(
ICU∗p , Ap∩Ecp,I

)
, M2 =

p∑
k=1

P
(
βk 6= 0, k /∈ U∗p

)
.

With these notations, the claim reduces to M1 ≤ Lp ·M2.
The key is to prove

(a) for each I E G+, over the event {I C U∗p , Ap ∩ Ecp,I}, it always holds
that (S(β) ∩ E(Ipe)) \U∗p 6= ∅;

(b) for each k, there are no more than Lp different I such that I E G+,
|I| ≤ l0 and k ∈ E(Ipe).

Once (a) and (b) are proved, the claim follows easily. To see the point, we
note that

P
(
(S(β) ∩ E(Ipe))\U∗p 6= ∅

)
≤

∑
k∈E(Ipe)

P
(
βk 6= 0, k /∈ U∗p

)
.

Combining this with (a), we have

M1 ≤
p∑
j=1

∑
I:j∈IEG+,|I|≤l0

∑
k∈E(Ipe)

P
(
βk 6= 0, k /∈ U∗p

)
.
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By re-organizing the summation, the right hand side is equal to

p∑
k=1

∑
I:IEG+,|I|≤l0,k∈E(Ipe)

|I| · P
(
βk 6= 0, k /∈ U∗p

)
,

which ≤ Lp ·M2 by (b), and the claim follows.
We now show (a) and (b). Consider (a) first. Fix I E G+. Suppose (a)

does not hold, i.e., the following event{
I C U∗p , (S(β) ∩ E(Ipe))\U∗p = ∅, Ap ∩ Ecp,I

}
is non-empty. View U∗p as a subgraph of G+. Applying Lemma B.2 to V = U∗p ,
we find that I C U∗p implies (U∗p\I) ∩ E(Ipe) = ∅. Therefore, the following
event

(B.82)
{

(U∗p\I) ∩ E(Ipe) = ∅, (S(β) ∩ E(Ipe))\U∗p = ∅, Ap ∩ Ecp,I
}

is non-empty. Note that I ⊂ E(Ipe). From basic set operations, (U∗p\I) ∩
E(Ipe) = ∅ and (S(β) ∩ E(Ipe))\U∗p = ∅ together imply(

S(β) ∩ E(Ipe)
)
⊂ I.

By definition, this belongs to the event Ep,I . Hence, the event in (B.82) is
empty, which is a contradiction.

Consider (b) next. Fix k and denote K the collection of I satisfying the
conditions in (b). Let V =

{
1 ≤ i ≤ p : k ∈ E({i}pe)

}
. Since E(Ipe) =

∪i∈IE({i}pe), we observe that

K = ∪i∈VKi, where Ki ≡
{
I : I E G+, |I| ≤ l0, i ∈ I

}
.

Note that by Lemma B.1 and B.2, G∗ is Kp-sparse and G+ is K+
p -sparse,

where both Kp and K+
p are Lp terms. First, we bound |V |: By definition,

k ∈ E({i}pe) if and only if there exits a node k′ ∈ {i}pe such that k′ and k
are connected by a length-1 path in G∗. Since G∗ is Kp-sparse, given k, the
number of such k′ is bounded by Kp. In addition, for each k′, there are no
more than (2`pe+1) nodes i such that k′ ∈ {i}pe. Hence, |V | ≤ (2`pe+1)Kp.
Second, we bound maxi∈V |Ki|: For each node i ∈ V , there are no more than
C(eK+

p )l0 connected subgraph of G+ that contain i and have a size ≤ l0
(Frieze and Molloy, 1999), i.e., |Ki| ≤ C(eK+

p )l0 . Combining the two parts,

|K| ≤ Kp(2`
pe + 1) · C(eK+

p )l0 , which is an Lp term. �
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B.11. Proof of Lemma A.5. Let V1 = S(β) ∩ E(Ipe) and V2 =
S(β)\E(Ipe). We have (Bβ)I

pe
= BI

pe,V1βV1 + ζ, where ζ = BI
pe,V2βV2 .

Note that over the event Ep,I , V1 ⊂ I. It follows that BI
pe,V1βV1 = BI

pe,IβI .
Combining these, to show the claim, it is sufficient to show

(B.83) ‖ζ‖ ≤ C(`pe)1/2[log(p)]−(1−1/α)τp.

Recall the matrix B∗∗ defined in Section B.1. Since B∗∗(i, j) = 0 for
j ∈ V2, we have ‖BIpe,V2‖∞ ≤ ‖B − B∗∗‖∞, where by Lemma B.1, ‖B −
B∗∗‖∞ ≤ C[log(p)]−(1−1/α). Moreover, ‖β‖∞ ≤ aτp. Consequently,

(B.84) ‖ζ‖∞ ≤ ‖B −B∗∗‖∞‖βV2‖∞ ≤ C[log(p)]−(1−1/α)τp.

At the same time, note that |Ipe| ≤ l0(2`pe + 1) ≤ C`pe. It follows from
the Cauchy-Schwartz inequality that ‖ζ‖ ≤

√
|Ipe|‖ζ‖∞ ≤ C(`pe)1/2‖ζ‖∞.

Combining this with (B.84) gives the claim. �

B.12. Proof of Lemma A.6. Fix (j, V0, V1, I) and write for short
ρj(V0, V1) = ρj(V0, V1; I) and ρ∗j = ρ∗j (ϑ, r,G). The goal is to show ρj(V0, V1) ≥
ρ∗j +o(1). We show this for the case V0 6= V1 and the case V0 = V1 separately.

Consider the first case. By definition, ρ∗j ≤ ρ(V0, V1), where ρ(V0, V1) is as
in (2.28). Therefore, it suffices to show

(B.85) ρj(V0, V1) = ρ(V0, V1) + o(1).

Introduce the function

f(x) = max{|V0|, |V1|}ϑ+
1

4

[(√
x−

∣∣|V0| − |V1|
∣∣ϑ/√x)

+

]2
, x > 0.

Then ρj(V0, V1) = f($jr) and ρ(V0, V1) = f($∗r), where $j = $j(V0, V1; I)
and $∗ = $∗(V0, V1), defined in (A.15) and (2.27) respectively. Since f(x)
is an increasing function and |f(x) − f(y)| ≤ |x − y|/4 for all x, y > 0, to
show (B.85), it suffices to show

(B.86) $j ≥ $∗ + o(1).

Now, we show (B.86). Introduce the quantity $ = minj∈(V0∪V1)$j . Write

B1 = BI
ps,I , H1 = HI

ps,Ips and Q1 = B′1H
−1
1 B1. Given any C > 0, define

Θ(C) as the collection of vectors ξ ∈ R|I| such that for all i, either ξ
(k)
i = 0

or |ξ(k)
i | ≥ 1, and that Supp(ξ(k)) = Vk, ‖ξ(k)‖∞ ≤ C, for k = 0, 1. Denote

Θ = Θ(∞). By these notations and the definitions of $j and $∗, we have

$ = min
(ξ(0),ξ(1)): ξ(k)∈Θ,k=0,1;sgn(ξ(0))6=sgn(ξ(1))

(ξ(1) − ξ(0))′Q1(ξ(1) − ξ(0)),

$∗ = min
(ξ(0),ξ(1)): ξ(k)∈Θ(a),k=0,1;sgn(ξ(0))6=sgn(ξ(1))

(ξ(1) − ξ(0))′GI,I(ξ(1) − ξ(0)).
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First, since a > a∗g(G), in the expression of $∗, Θ(a) can be replaced by
Θ(C) for any C ≥ a. Second, since λmin(Q1) ≥ C, from basic properties of
the quadratic programming, there exists a constant a0 > 0 such that for any

(ξ
(0)
∗ , ξ

(1)
∗ ), a minimizer in the expression of $, max{‖ξ(0)

∗ ‖∞, ‖ξ(1)
∗ ‖∞} ≤ a0.

Therefore, in the expression of $, Θ can be replaced by Θ(C) for any C ≥ a0.
Now, let a1 = max{a0, a} and we can unify the constraints in two expressions
to that ξ(k) ∈ Θ(a1), for k = 0, 1, and sgn(ξ(0)) 6= sgn(ξ(1)). It follows that

(B.87) |$ −$∗| ≤ max
ξ∈R|I|:‖ξ‖∞≤2a1

∣∣ξ′(GI,I −Q1)ξ
∣∣ ≤ C‖GI,I −Q1‖.

Note that Q1 is the Fisher Information Matrix associated with model d1 ∼
N(B1β

I , H1), by Lemma 2.2 and Lemma A.3, ‖GI,I−Q1‖ = o(1). Plugging
this into (B.87) gives |$ − $∗| = o(1). Hence, $j ≥ $ ≥ $∗ + o(1) and
(B.86) follows.

Next, consider the case V0 = V1. Pick an arbitrary minimizer in the defini-

tion of $j , denoted as (ξ
(0)
∗ , ξ

(1)
∗ ), and define F = {k : sgn(ξ

(0)
∗k ) 6= sgn(ξ

(1)
∗k )}

and N = V0\F . It is seen that j ∈ F . By Lemma B.3, ρ∗j ≤ ψ(F,N), where
ψ(F,N) is defined in (2.35). Hence, it suffices to show

(B.88) ρj(V0, V1) ≥ ψ(F,N) + o(1).

On one hand, when |V0| = |V1|, the function f introduced above is equal to
|V0|ϑ+ x/4 and hence

ρj(V0, V1) = f($jr) = |V0|ϑ+$jr/4.

On the other hand, using the expression of ψ(F,N) in (2.35) and noting
that |F | ≥ 1,

ψ(F,N) ≤ (|F |+ |N |)ϑ+ ωr/4 = |V0|ϑ+ ωr/4,

where ω = ω(F,N) is defined in (2.36). Therefore, to show (B.88), it suffices
to show

(B.89) $j ≥ ω + o(1).

Now, we show (B.89). From the definition (2.36) and basic algebra, we
can write

ω = min
ξ∈R|I|: ξi=0,i/∈V0;|ξi|≥1,i∈F

ξ′GI,Iξ.

Denote ξ∗ = ξ
(1)
∗ −ξ(0)

∗ . By our construction, $j = ξ′∗Q1ξ∗, ξ∗i = 0 for i /∈ V0,
and |ξ∗i| ≥ 2 for i ∈ F . As a result,

(B.90) ξ′∗G
I,Iξ∗ ≥ ω.
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At the same time, we have seen in the derivation of (B.87) that there exists

a constant a0 > 0 such that ‖ξ(0)
∗ ‖∞, ‖ξ(1)

∗ ‖∞ ≤ a0 and ‖GI,I −Q1‖ = o(1).
Therefore, ‖ξ∗‖2 ≤ 2a0|I| ≤ C and

(B.91) |$j − ξ′∗GI,Iξ∗| ≡ |ξ′∗Q1ξ∗ − ξ′∗GI,Iξ∗| ≤ C‖GI,I −Q1‖ = o(1).

Combining (B.90) and (B.91) gives (B.89). �

APPENDIX C: SUPPLEMENTARY PROOFS

In this section, we prove Lemma B.5, B.7, B.8 and B.11.

C.1. Proof of Lemma B.5. Write κp = maxlog(p)≤j≤p−log(p)G
−1(j, j)

and a0 = 1
2π

∫ π
−π f

−1(ω)dω. The assertion of Lemma B.5 is

lim
p→∞

κp = a0.

To show this, denote κp = minlog(p)≤j≤p−log(p)G
−1(j, j), and κp = trace(G−1)/p.

Since log(p)� p and all diagonals of G−1 are bounded from above, it follows
from definitions that

(C.1) κp + o(1) ≤ κp ≤ κp + o(1).

At the same time, the conditions of Lemma 2.5 ensure that f∗(ω) is contin-
uously differentiable on [−π, π]. By Rambour and Seghier (2005),

lim
p→∞

κp = a0.

Therefore, liminfp→∞κp ≥ limp→∞ κp = a0, and all we need to show is
limsupp→∞κp ≤ a0.

Towards this end, write G = Gp to emphasize on its dependence of p.
For any positive definite p × p matrix A and a subset V ⊂ {1, · · · , p}, if
we let B1 be the inverse of AV,V and B2 the (V, V )-block of A−1, then by
elementary algebra, B2 − B1 is positive semi-definite. Now, for any (i, j)
such that log(p) < j < p − log(p) and 1 ≤ i ≤ blog(p)c, let V = {j −
i + 1, · · · , j − i + blog(p)c} (bxc denotes the largest integer k such that
k ≤ x). Applying the above argument to the set V and matrix A = Gp, we
have [(Gp)

V,V ]−1(i, i) ≤ G−1
p (j, j). At the same time, the Toeplitz structure

yields (Gp)
V,V = Gblog(p)c. As a result, G−1

blog(p)c(i, i) ≤ G−1
p (j, j). Since this

holds for all i and j, we have

κblog(p)c ≤ κp.

Combining this with the first inequality of (C.1), κblog(p)c ≤ κp + o(1). It
follows that limsupp→∞κp ≤ limp→∞ κp and the claim follows.

We remark that additionally limp→∞ κp = a0, whose proof is similar so
we omit. �
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C.2. Proof of Lemma B.7. Fix log(p) ≤ j ≤ p − log(p). Denote the
collection of pairs of sets

Cj =
{

(F,N) : min(F ∪N) = j, F ∩N = ∅, F 6= ∅
}
,

and its sub-collection

C∗j =
{

(F,N) ∈ Cj : F ∈ Rp, (F ∪N) ∈ Rp, |F | ≤ 3 and |N | ≤ 2
}
,

where we recall that Rp is the collection of sets that are formed by consec-
utive nodes. The claim now reduces to

min
(F,N)∈C∗j

ψ(F,N) = min
(F,N)∈Cj

ψ(F,N) + o(1).

Noting that C∗j ⊂ Cj , it suffices to show for any (F,N) ∈ Cj , there exists
(F ′, N ′) such that

(C.2) ψ(F ′, N ′) ≤ ψ(F,N) + o(1) and (F ′, N ′) ∈ C∗j .

To show (C.2), we introduce the notation (F ′, N ′) � (F,N) to indicate

ψ(F ′, N ′) ≤ ψ(F,N), |F ′| ≤ |F |, and |N ′| ≤ |N |.

Using these notations, we claim:

(a) For any (F,N) ∈ Cj , there exists (F ′, N ′) ∈ Cj such that ψ(F ′, N ′) ≤
ψ(F,N) + o(1) and |F ′| ≤ 3.

(b) For any (F,N) ∈ Cj , there exists (F ′, N ′) ∈ Cj such that (F ′, N ′) �
(F,N) and (F ′ ∪N ′) ∈ Rp.

(c) For any (F,N) ∈ Cj satisfying (F ∪N) ∈ Rp, there exists (F ′, N ′) ∈ Cj
such that (F ′, N ′) � (F,N), (F ′ ∪N ′) ∈ Rp and F ′ ∈ Rp.

(d) For any (F,N) ∈ Cj satisfying (F ∪N) ∈ Rp and F ∈ Rp, there exists
(F ′, N ′) ∈ Cj such that (F ′, N ′) � (F,N), (F ′ ∪ N ′) ∈ Rp, F ′ ∈ Rp
and |N ′| ≤ 2.

Now, for any (F,N) ∈ Cj , we construct (F ′, N ′) as follows: First, by (a),
there exists (F1, N1) such that ψ(F1, N1) ≤ ψ(F,N) + o(1), and |F1| ≤ 3.
Second, by (b) and (c), there exists (F2, N2) such that (F2, N2) � (F1, N1),
F2 ∈ Rp and (F2 ∪ N2) ∈ Rp. Finally, by (d), there exists (F3, N3) such
that (F3, N3) � (F2, N2), (F3 ∪ N3) ∈ Rp, F3 ∈ Rp and |N3| ≤ 2. Let
(F ′, N ′) = (F3, N3).

By the construction, (F ′ ∪N ′) ∈ Rp, F ′ ∈ Rp and

ψ(F ′, N ′) = ψ(F3, N3) ≤ ψ(F2, N2) ≤ ψ(F1, N1) ≤ ψ(F,N) + o(1).
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Moreover, |F ′| = |F3| ≤ |F2| ≤ |F1| ≤ 3, and |N ′| = |N3| ≤ 2. So (F ′, N ′)
satisfies (C.2).

All remains is to verify the claims (a)-(d). We need the following results,
which follow from basic algebra and we omit the proof: First, recall the
definition of ω(F,N) in (2.36). For any fixed (F,N), let I = F ∪ N and
R = (GI,I)−1. Then

(C.3) ω(F,N) = min
ξ∈R|F |:|ξi|≥1

ξ′(RF,F )−1ξ.

Second, when (F ∪N) ∈ Rp,

(C.4) R =
1

j
ηη′ + Σ

(k)
∗ , k = |F ∪N |,

where η = (1, 0, · · · , 0)′ and Σ
(k)
∗ is as in (B.44).

Now, we show (a). The case |F | ≤ 3 is trivial, so without loss of generality
we assume |F | ≥ 4. Take

F ′ = {j + 1, j + 2}, N ′ = {j}.

We check that (F ′, N ′) satisfies the requirement in (a). It is obvious that
(F ′, N ′) ∈ Cj and |F ′| ≤ 3. We only need to check ψ(F ′, N ′) ≤ ψ(F,N) +
o(1). On one hand, direct calculations yield ω(F ′, N ′) = (j + 1)/(j + 2) =
1 + o(1), and

ψ(F ′, N ′) ≤ 2ϑ+ r/4 + o(1).

On the other hand, by (C.3), ω(F,N) ≥ |F | · [λmax(R)]−1 ≥ |F | · λmin(G).
Noting that G−1 = H, we have ‖G−1‖ ≤ ‖H‖∞ ≤ 4. So λmin(G) ≥ 1/4.
Therefore, ω(F,N) ≥ 1. It follows that

ψ(F,N) ≥ |F |ϑ/2 + ω(F,N)r/4 ≥ 2ϑ+ r/4.

Combining the two parts, we have ψ(F ′, N ′) ≤ ψ(F,N) + o(1).
Next, we verify (b). We construct (F ′, N ′) by constructing a sequence of

(F (t), N (t)) recursively: Initially, set F (1) = F and N (1) = N . On round
t, write F (t) ∪ N (t) = {j1, · · · , jk}, where the nodes are arranged in the
acceding order and k = |F (t) ∪ N (t)|. Let l0 be the largest index such that
jl = j1 + l−1 for all l ≤ l0. If l0 = k, then the process terminates. Otherwise,
let L = jl0+1 − j1 − l0 and update

F (t+1) =
{
jl−L·1{l > l0} : jl ∈ F (t)

}
, N (t+1) =

{
jl−L·1{l > l0} : jl ∈ N (t)

}
.

By the construction, it is not hard to see that l0 strictly increases as
t increases, and k remains unchanged. So the process terminates in finite
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rounds. Let T be the number of rounds when the process terminates, we
construct (F ′, N ′) by

F ′ = F (T ), N ′ = N (T ).

Now, we justify that (F ′, N ′) satisfies the requirement in (b). First, it is
seen that min(F (t) ∪ N (t)) = j on every round t. So min(F ∪ N) = j and
(F,N) ∈ Cj . Second, on round T , l0 = k, which implies (F ′ ∪ N ′) ∈ Rp.
Third, |F (t)| and |N (t)| keep unchanged as t increases, so |F ′| = |F | and
|N ′| = |N |. Finally, it remains to check ψ(F ′, N ′) ≤ ψ(F,N). It suffices to
show

(C.5) ψ(F (t+1), N (t+1)) ≤ ψ(F (t), N (t)), for t = 1, · · · , T − 1.

Let I = F (t) ∪ N (t) and I1 = F (t+1) ∪ N (t+1). We observe that GI1,I1 =
GI,I−Lηη′, where η = (0′l0 , 1

′
k−l0)′. So GI,I−GI1,I1 is positive semi-definite.

It follows form (C.3) that ω(F (t+1), N (t+1)) ≤ ω(F (t), N (t)), and hence (C.5)
holds by recalling that |F (t+1)| = |F (t)| and |N (t+1)| = |N (t)|.

Third, we prove (c). By assumptions, (F ∪N) ∈ Rp, so that we can write
F ∪ N = {j, j + 1, · · · , j + k}, where k + 1 = |F ∪ N |. The case F ∈ Rp
is trivial. In the case F /∈ Rp, we construct (F ′, N ′) as follows: Let i0 be
the smallest index such that i0 /∈ F and both F1 = F ∩ {i : i < i0} and
F2 = F\F1 are not empty. We note that such i0 exists because F /∈ Rp. Let

F ′ = F1 = {i ∈ F : i < i0}, N ′ = {i ∈ N : i ≤ i0}.

To check that (F ′, N ′) satisfies the requirement in (c), first note that
min(F ′∪N ′) = j and hence (F ′, N ′) ∈ Cj . Second, it is easy to see that |F ′| ≤
|F | and |N ′| ≤ |N |. Third, from the definition of i0, F ′ ∈ Rp. Additionally,
since i0 ∈ N , we have F ′ ∪ N ′ = {j, j + 1, · · · , i0} ∈ Rp. Last, we check
ψ(F ′, N ′) ≤ ψ(F,N): Since |F ′| ≤ |F | and |N ′| ≤ |N |, it suffices to show

(C.6) ω(F ′, N ′) ≤ ω(F,N).

Write I = F ∪N and denote R = (GI,I)−1. From (C.4), R is tri-diagonal.
So RF,F is block-diagonal in the partition F = F1 ∪ F2. Using (C.3), it is
easy to see

ω(F1, I\F1) ≤ ω(F, I\F ) ≡ ω(F,N).

At the same time, notice that both I and I ′ = F ′ ∪ N ′ have the form
{j, j + 1, · · · ,m} with m ≥ max(F1) + 1. Applying (C.3) and (C.4), by
direct calculations,

ω(F1, I\F1) = ω(F1, I ′\F1) ≡ ω(F ′, N ′).
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Combining the two parts gives (C.6).
Finally, we justify (d). By assumptions, (F ∪ N) ∈ Rp and F ∈ Rp, so

that we write F ∪N = {j, j+ 1, · · · , k}, and F = {j0, j0 + 1, · · · , k0}, where
j0 ≥ j and k0 ≤ k. The case |N | ≤ 2 is trivial. In the case |N | > 2, let
m0 = |F | and we construct (F ′, N ′) as follows:

F ′ = F, N ′ = {k0 + 1}, when j0 = j;
F ′ = {j + 1, j + 2, · · · , j +m0}, N ′ = {j, j +m0 + 1}, when j0 > j, k0 < k;
F ′ = {j + 1, j + 2, · · · , j +m0}, N ′ = {j}, when j0 > j, k0 = k.

Now, we show that (F ′, N ′) satisfies the requirement in (d). First, by the
construction, (F ′, N ′) ∈ Cj , (F ′∪N ′) ∈ Rp and F ′ ∈ Rp. Second, |F ′| = |F |,
|N ′| ≤ 2 < |N |. Third, we check ψ(F ′, N ′) ≤ ψ(F,N). Applying (C.3) and
(C.4), direct calculations yield ω(F ′, N ′) = ω(F,N). This, together with
|F ′| ≤ |F | and |N ′| ≤ |N |, proves ψ(F ′, N ′) ≤ ψ(F,N). �

C.3. Proof of Lemma B.8. Recalling the definition of C∗j in the proof
of Lemma B.7, the claim reduces to

min
(F,N)∈C∗j

ψ(F,N) = min
(F,N)∈C∗1

ψ(∞)(F,N) + o(1), log(p) ≤ j ≤ p− log(p).

We argue that on both sides, the minimum is not attained on (F,N) such
that |N | = 0 and |F | = 1. In this case, on the left hand side, F = {j} and
N = ∅. By direct calculations, ω(F,N) = j ≥ log(p), and hence ψ(F,N) can
not be the minimum. Similarly, on the right hand side, ω(∞)(F,N) =∞ by
definition, and the same conclusion follows. Therefore, the claim is equivalent
to

min
(F,N)∈C∗j :|F |+|N |>1

ψ(F,N) = min
(F,N)∈C∗1 :|F |+|N |>1

ψ(∞)(F,N) + o(1).

Fix log(p) ≤ j ≤ p− log(p). Define a one-to-one mapping from C∗j to C∗1 ,
where given any (F,N) ∈ C∗j , it is mapped to (F1, N1) such that

F1 = {i− j + 1 : i ∈ F}, N1 = {i− j + 1 : i ∈ N}.

To show the claim, it suffices to show when |F |+ |N | > 1,

ψ(F,N) = ψ(∞)(F1, N1) + o(1).

Since |F1| = |F | and |N1| = |N |, it is sufficient to show

(C.7) ω(F,N) = ω(∞)(F1, N1) + o(1).
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Now, we show (C.7). Consider the case N 6= ∅ first. Suppose |I| = k and
write I = F ∪N = {j, · · · , j + k − 1}, where 1 < k ≤ 5. Let R = (GI,I)−1

and R∗ = (Σ
(k)
∗ )F1,F1 , where Σ

(k)
∗ is defined in (B.44). We note that when

N 6= ∅, R∗ is invertible. Using (C.3) and the definition of ω(∞),

(C.8) |ω(F,N)− ω(∞)(F1, N1)| ≤ max
ξ∈Rk:|ξi|≤2a

∣∣ξ′[(RF,F )−1 −R−1
∗ ]ξ

∣∣.
Since I ∈ Rp, we apply (C.4) and obtain

RF,F =
1

j
(ηF1)(ηF1)′ + (Σ

(k)
∗ )F1,F1 ,

where η = (1, 0, · · · , 0)′ ∈ Rk. By matrix inverse formula,

(C.9) ξ′[(RF,F )−1 −R−1
∗ ]ξ = −[j + (ηF1)′R−1

∗ ηF1 ]−1(ξ′R−1
∗ ηF1)2.

Combining (C.8) and (C.9),

|ω(F,N)− ω(∞)(F1, N1)| ≤ j−1 max
ξ∈Rk:|ξi|≤2a

|ξ′R−1
∗ ηF1 |2 ≤ j−1 · C‖R−1

∗ ‖2.

Since N1 6= ∅ and k is finite, λmin(R∗) ≥ C > 0 and hence ‖R−1
∗ ‖ ≤ C.

Noting that j ≥ log(p), (C.7) follows directly.
Next, consider the case N = ∅. Suppose |F | = k and write F = {j, · · · , j+

k− 1}, where 1 < k ≤ 3. We observe that GF,F = j11′ + Ω
(k)
∗ , where Ω

(k)
∗ is

defined in (B.45). By definition

ω(F,N) = min
ξ∈Rk:|ξi|≥1

ξ′GF,F ξ = min
ξ∈Rk:|ξi|≥1

[
j(1′ξ)2 + ξ′Ω

(k)
∗ ξ
]
.

On one hand, if we let ξ∗ be one minimizer in the definition of ω(∞)(F1, N1),
then 1′ξ∗ = 0. As a result,

(C.10) ω(F,N) ≤ j(1′ξ∗)2 + (ξ∗)′Ω
(k)
∗ ξ∗ = (ξ∗)′Ω

(k)
∗ ξ∗ ≡ ω(∞)(F1, N1).

On the other hand, we can show

(C.11) ω(F,N) ≥ ω(∞)(F1, N1)− 1/(j + 1).

Combing (C.10) and (C.11), and noting that j ≥ log(p), we obtain (C.7).
It remains to show (C.11). When k = 2, by direct calculations, ω(F,N) =

ω(∞)(F,N) = 1. When k > 2, write ξ = (ξ1, ξ2, ξ̃
′)′ for any ξ ∈ Rk, and
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introduce the function g(x) =
∑k−2

i=1 (xi + xi+1 + · · ·+ xk−2)2, for x ∈ Rk−2.
We observe that

(C.12) ξ′Ω
(k)
∗ ξ = (1′ξ − ξ1)2 + g(ξ̃).

Let gmin = minx∈Rk−2:|xi|≥1 g(x). We claim that there exists q ∈ Rk such
that

1′q = 0, q′Ω
(k)
∗ q = 1 + gmin, and |qi| ≥ 1, for 1 ≤ i ≤ k.

To see this, note that under the constraints |xi| ≥ 1, g(x) is obviously
minimized at x∗ = (· · · ,−1, 1,−1, 1). Observing that 1′(x∗) is either 0 or
1, we let q = (1,−1, (x∗)′)′ when 1′(x∗) = 0, and let q = (1,−2, (x∗)′)′

when 1′(x∗) = 1. Using (C.12), it is easy to check that q satisfies the above
requirements. It follows that

(C.13) ω(∞)(F1, N1) = min
ξ∈Rk:|ξi|≥1,1′ξ=0

ξ′Ω
(k)
∗ ξ ≤ q′Ω(k)

∗ q = 1 + gmin.

At the same time, since GF,F = j11′ + Ω
(k)
∗ , we can write from (C.12) that

(C.14) ξ′GF,F ξ = j(1′ξ)2 + (1′ξ − ξ1)2 + g(ξ̃).

Note that miny{jy2 + (y − c)2} = c2 j/(j + 1), for any c ∈ R. So

j(1′ξ)2 + (1′ξ − ξ1)2 ≥ |ξ1|2j/(j + 1).

Plugging this into (C.14), we find that

(C.15) ω(F,N) = min
ξ∈Rk:|ξi|≥1

ξ′GF,F ξ ≥ j/(j + 1) + gmin.

Combining (C.13) and (C.15) gives (C.11). �

C.4. Proof of Lemma B.11. To show the claim, we first introduce
a key lemma: Fix a linear filter Dh,η, for any dimension k > h, let D̃(k)

be the (k − h) × k matrix, where for each 1 ≤ i ≤ k − h, D̃(k)(i, i) = 1,
D̃(k)(i, i + 1) = η1, · · · , D̃(k)(i, i + h) = ηh, and D̃(k)(i, j) = 0 for other j.
Define the null space of Dh,η in dimension k, Nullk(η), as the collection of
all vectors ξ ∈ Rk that satisfies D̃(k)ξ = 0. The following lemma is proved
below.

Lemma C.1. For a given η, if RCA holds, then for sufficiently large n
and any k ≥ n, there exists an orthonormal basis of Nullk(η), denoted as
ξ(1), · · · , ξ(h), such that

max
1≤i≤k−n,1≤j≤h

|ξ(j)
i |

2 ≤ Cηn−1,

where Cη > 0 is a constant that only depends on η.
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Second, we state some observations. Fix IEG+. Partition Ipe uniquely as
Ipe = ∪Tt=1Vt, so that Vt = {it, it+ 1, · · · , jt−1, jt} is formed by consecutive
nodes and jt < it+1 for all t. Denote M = |J pe| − |Ipe|. It is easy to
see that T ≤ M and M ≤ h|I| ≤ l0h, so both M and T are finite. Let
Ṽt = {1 ≤ j ≤ p : D(i, j) 6= 0 for some i ∈ Vt} and define Null(Vt, Ṽt) in
the same way as Null(Ipe,J pe). Recall that F is the mapping from nodes
in J pe to their orders in J pe. Similarly, define the mapping Ft from Ṽt to
{1, · · · , |Ṽt|} that maps each j ∈ Ṽt to its order in Ṽt. Denote It = Ft(I∩Vt).
We observe that:

(O1) Ṽt ∩ Ṽt′ 6= ∅ only when |t− t′| ≤ 1; and |Ṽt ∩ Ṽt+1| ≤ h− 1, for all t.
(O2) Null(Vt, Ṽt) = Null|Ṽt|(η) for all t, where Nullk(η) is as in Lemma

C.1.
(O3) J pe = ∪Tt=1Ṽt; and |Ṽt| ≥ |Vt| ≥ 2`pe + 1, for all t.
(O4) Any node i ∈ It satisfies that 1 ≤ i < |Ṽt| − `pe, for all t.

(O5) For any ξ ∈ R|J pe|, ξ ∈ Null(Ipe,J pe) if and only if ξF(Ṽt) ∈ Null(Vt, Ṽt)
for all t, where ξF(Ṽt) is the subvector of ξ formed by elements in F(Ṽt).

Due to (O2) and Lemma C.1, for each t, there exists an orthonormal basis
ξ(t,1), · · · , ξ(t,h) for Null(Vt, Ṽt) such that

(C.16) max
1≤i≤|Ṽt|−n,1≤j≤h

|ξ(t,j)
i |2 ≤ Cηn−1, for any 1 ≤ n < |Ṽt|.

Let Ut be the matrix formed by the last h rows of [ξ(t,1), · · · , ξ(t,h)]. From
the explicit form of the basis in the proof of Lemma C.1, we further observe:

(O6) c′ ≤ λmin(UtU
′
t) ≤ λmax(UtU

′
t) ≤ 1 − c, where 0 < c, c′ < 1 and

c+ c′ < 1.
(O7) For each 1 ≤ h0 ≤ h, the submatrix of Ut formed by its last h0 rows

has a rank h0.

Now, we show the claim by constructing a matrix W , whose columns form
an orthonormal baisis for Null(Ipe,J pe), and it satisfies

(C.17) max
1≤i≤|J pe|−n,1≤j≤M

|W (i, j)|2 ≤ Cn−1, for any 1 ≤ n < |J pe|.

In fact, once such W is constructed, any U whose columns form an orthon-
romal baisis for Null(Ipe,J pe) can be written as

U = WR,

where R has the dimension M ×M and R′R is an identity matrix. By basic
algebra, for any m×n matrix A and n×p matrix B, max1≤j≤p |(AB)(i, j)|2 ≤
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n‖B′B‖ ·max1≤k≤n |A(i, k)|2 for each 1 ≤ i ≤ m. Applying this to W and
R, and noting that ‖R′R‖ = 1 and that M is finite, we obtain

(C.18) max
i∈F(I),1≤j≤M

|U(i, j)|2 ≤ C max
i∈F(I),1≤j≤M

|W (i, j)|2.

At the same time, for any i ∈ I, there exists a unique t such that i ∈ I ∩Vt.
In addition, from (O4), Ft(i) < |Ṽt| − `pe. By the construction, this implies
F(i) < |J pe| − `pe. Combining this to (C.17), we find that

(C.19) max
i∈F(I),1≤j≤M

|W (i, j)|2 ≤ C(`pe)−1.

The claim then follows from (C.18) and (C.19).
To constructW , the key is to recursively construct matricesWT ,WT−1, · · · ,W1.

Denote mt = h − |Ṽt ∩ Ṽt+1|, with mT = h by convention; Mt =
∑T

s=tms

and Lt = | ∪Ts=t Ṽs|; in particular, M1 = |J pe| − |Ipe| = M and L1 = |J pe|.
Initially, construct the LT ×MT matrix

WT =
[
ξ(T,1), · · · , ξ(T,h)

]
,

where {ξ(T,j) : 1 ≤ j ≤ h} is the orthonormal basis in (C.16). Given Wt+1,

construct the Lt ×Mt matrix Wt as follows: Denote W̃t+1 the submatrix of
Wt+1 formed by its first |Ṽt ∩ Ṽt+1| (= h−mt) rows and write[

ξ(t,1), · · · , ξ(t,h)
]

=

[
At
Bt

]
,

where At has (|Ṽt|−h−mt) rows and Bt has (h−mt) rows. From (O7), the
rank of Bt is (h−mt). Hence, there exists an h×mt matrix Qt, such that
Q′tQt is an identity matrix and BtQt = 0. Now, construct

(C.20) Wt =

[
AtB

′
t(BtB

′
t)
−1W̃t+1 AtQt

Wt+1 0

]
.

Continue this process until we obtain W1 and let

W = W1(W ′1W1)−1/2.

Below, we check that W satisfies the requirement. First, we show that the
columns of W form an orthonormal basis of Null(Ipe,J pe). Since W has
M = |J pe| − |Ipe| columns and its columns are orthonormal, it suffices to
show that all its columns belong to Null(Ipe,J pe). By (O5), we only need
to show that for each 1 ≤ t ≤ T , in the submatix of W formed by restricting
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rows into F(Ṽt), all its columns belong to Null(Vt, Ṽt). By the construction,
only the first Mt columns of this submatrix are non-zero and they are equal
to [

AtB
′
t(BtB

′
t)
−1W̃t+1 AtQt

W̃t+1 0

]
=

[
At
Bt

] [
B′t(BtB

′
t)
−1W̃t, Qt

]
,

where in the equality we have used the facts that W̃t = BtB
′
t(BtB

′
t)
−1W̃t

and BtQt = 0. Combining this to the definition of At and Bt, we find that
each column of the above matrix is a linear combination of {ξ(t,1), · · · , ξ(t,h)}
and hence belongs to Null(Vt, Ṽt).

Second, we show that W satisfies (C.17). It suffices to show, for t =
T, · · · , 1,

(a) max1≤i≤Lt−n,1≤j≤Mt |Wt(i, j)|2 ≤ Cn−1, for any 1 ≤ n < Lt.
(b) λmin(W ′tWt) ≥ C > 0.

In fact, once (a) and (b) are proved, by taking t = 1 and noticing that
L1 = |J pe|, we have max1≤i≤|J pe|−n,1≤j≤M |W1(i, j)|2 ≤ Cn−1, for 1 ≤
n < |J pe|; and ‖(W ′1W1)−1‖ = [λmin(W ′1W1)]−1 ≤ C. Hence, by similar
arguments in (C.18), for each 1 ≤ i ≤ |J pe| − n, max1≤j≤M |W (i, j)|2 ≤
M‖(W ′1W1)−1‖ ·max1≤j≤M |W1(i, j)|2 ≤ Cn−1. This gives (C.17).

It remains to show (a) and (b). Note that for WT , by the construction
and (C.16), (a) and (b) hold trivially. We aim to show that if (a) and (b)
hold for Wt+1, then they also hold for Wt. For preparation, we argue that

(C.21) ‖AtB′t(BtB′t)−1W̃t+1‖2 ≤ C(`pe)−1 = o(1).

To see this, note that Lt+1 ≥ 2`pe + 1 from (O3); in particular, h −mt �
Lt+1−`pe. Hence, if (a) holds forWt+1, max1≤i≤h−mt,1≤j≤Mt+1 |Wt+1(i, j)|2 ≤
C(`pe)−1, i.e., |W̃t+1(i, j)| ≤ C(`pe)−1, for any (i, j). Since W̃t+1 has a finite

dimension, this yields ‖W̃t+1‖2 ≤ C(`pe)−1. Furthermore, from (O6) and
that BtB

′
t is a submatrix of UtU

′
t , λmin(BtB

′
t) ≥ c′ > 0. So ‖(BtB′t)−1‖ ≤ C.

In addition, ‖At‖, ‖Bt‖ ≤ 1. Combining the above gives (C.21).
Consider (a) first. By (C.20), (C.21) and the assumption on Wt+1, it

suffices to show

(C.22) max
1≤i≤|Ṽt|−n,1≤j≤mt

|AtQt(i, j)|2 ≤ Cn−1, for any 1 ≤ n < |Ṽt|.

By similar arguments in (C.18) and the fact that ‖Q′tQt‖ = 1, the left
hand side is bounded by C max1≤i≤|Ṽt|−n,1≤j≤mt

|At(i, j)|2. Therefore, (C.22)

follows from (C.16) and the definition of At.



COVARIATE ASSISTED SCREENING 49

Next, consider (b). Using (C.20) and (C.21), we can write

W ′tWt =

[
W ′t+1Wt+1 + ∆1 ∆2

∆′2 Q′tA
′
tAtQt

]
,

where ‖∆1‖ = o(1) and ‖∆2‖ = o(1). So it suffices to show λmin(W ′t1Wt+1) ≥
C and λmin(Q′tA

′
tAtQt) ≥ C. The former follows from the assumption on

Wt+1. To show the latter, note that Q′tQt is an identity matrix, and so
λmin(Q′tA

′
tAtQt) ≥ λmin(A′tAt). Also, since A′tAt + B′tBt is an identity ma-

trix, λmin(A′tAt) = 1−λmax(B′tBt). Additionally, λmax(B′tBt) = λmax(BtB
′
t),

where BtB
′
t is a submatrix of UtU

′
t , and by (O6), λmax(UtU

′
t) ≤ 1− c. Com-

bining the above yields λmin(Q′tA
′
tAtQt) ≥ c > 0. This proves (b). �

C.4.1. Proof of Lemma C.1. For each k ≥ h, we construct a k×h matrix
U whose columns form an orthonormal basis of Nullk(η) as follows: Recall
the characteristic polynomial ϕη(z) = 1 + η1z + · · · + ηhz

h. Let z1, · · · , zm
be m different roots of ϕη(z), each replicating h1, · · · , hm times respectively
(h1 + · · ·+ hm = h). For 1 ≤ j ≤ m and 1 ≤ s ≤ hj , when zi is a real root,
let

µ(j,s) =

(
ks−1 1

zk−1
j

, · · · , 3s−1 1

z2
j

, 2s−1 1

zj
, 1

)′
;

and when zj± = |zj |e±
√
−1θj , θj ∈ (0, π/2], are a pair of conjugate roots, let

µ(j+,s) =

(
ks−1 cos(k − 1)θj

|zj |k−1
, · · · , 3s−1 cos 2θj

|zj |2
, 2s−1 cos θj

|zj |
, 1

)′
,

µ(j−,s) =

(
ks−1 sin(k − 1)θj

|zj |k−1
, · · · , 3s−1 sin 2θj

|zj |2
, 2s−1 sin θj

|zj |
, 1

)′
.

It is seen that {µ(j,s), 1 ≤ j ≤ m, 1 ≤ s ≤ hj} are h vectors in Rk. Let
ξ(j,s) = µ(j,s)/‖µ(j,s)‖ for each (j, s), and construct the k × h matrix

R =
[
ξ(1,1), · · · , ξ(1,h1), · · · , ξ(m,1), · · · , ξ(m,hm)

]
.

Define
U = R(R′R)−1/2.

Now, we show that the vectors {µ(j,s), 1 ≤ j ≤ m, 1 ≤ s ≤ hj} are linearly
independent and span Nullk(η). Therefore, U is well defined and its columns
form an orthonormal basis of Nullk(η). To see this, note that for any vector
η ∈ Rk, if we write η1 = f(k), · · · , ηk = f(1), then ξ ∈ Nullk(η) if and only
if f(i)’s satisfy the difference equation:

(C.23) f(i) + η1f(i− 1) + · · ·+ ηhf(i− h) = 0, h+ 1 ≤ i ≤ k.
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It is well-known in theories of difference equations that (C.23) has h inde-
pendent base solutions:

fj,s(i) = is−1z−ij , 1 ≤ j ≤ m, 1 ≤ s ≤ hj .

By the construction, when zj is a real root, µ(j,s) = (fj,s(k), · · · , fj,s(1))′; and
when zj± are a pair of conjugate roots, µ(j+,s) and µ(j−,s) are the real and
imaginary parts of the vector (fj,s(k), · · · , fj,s(1))′. So the vectors {µ(j,s)}
are linearly independent and they span Nullk(η).

Next, we check that the columns of U satisfy the requirement in the claim,
i.e., there exists a constant Cη such that for any (n, k) satisfying k ≥ n ≥ h,

max
1≤i≤k−n,1≤j≤h

|U(i, j)|2 ≤ Cηn−1.

Since max1≤j≤h |U(i, j)| ≤ h‖(R′R)−1‖ · max1≤j≤h |R(i, j)|2, it suffices to
show that

(C.24) max
1≤i≤k−n,1≤j≤h

|R(i, j)|2 ≤ Cn−1,

and that for all k ≥ h,

(C.25) λmin(R′R) ≥ C > 0.

Consider (C.24) first. It is equivalent to show that

(C.26) max
1≤i≤k−n

|µ(j,s)
i |/‖µ(j,s)‖ ≤ Cn−1/2, 1 ≤ j ≤ m, 1 ≤ s ≤ hj .

In the case |zj | > 1, ‖µ(j,s)‖ ≤ C. In addition, |zj |i ≥ Cis−1/2 for sufficiently

large i, and hence max1≤i≤k−n |µ
(j,s)
i | ≤ maxi>nC(is−1i1/2−s) ≤ Cn−1/2.

So (C.26) holds. In the case |zj | = 1, it can be shown in analysis that
‖µ(j,s)‖ ≥ Cks−1/2, where C > 0 is a constant depending on θj but inde-

pendent of k. Also, max1≤i≤k−n |µ
(j,s)
i | ≤ maxn<i≤k Ci

s−1 ≤ Cks−1. Hence,

max1≤i≤k−n |µ
(j,s)
i |/‖µ(j,s)‖ ≤ Ck−1/2 ≤ Cn−1/2 and (C.26) holds.

Next, consider (C.25). R′R is an h × h matrix. For convenience, we use
{(j, s) : 1 ≤ j ≤ m, 1 ≤ s ≤ hj} to index the entries in R′R. By construction,
all the diagonals of R′R are equal to 1, and the off-diagonals are equal to

(C.27) (R′R)(j,s),(j′,s′) =
〈µ(j,s), µ(j′,s′)〉
‖µ(j,s)‖‖µ(j′,s′)‖

, (j, s) 6= (j′, s′).

It is easy to see that as k → ∞, each entry of R′R has a finite limit.
Therefore, as k →∞, R′R approaches a fixed h× h matrix A element-wise.
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In particular, λmin(R′R) → λmin(A). Hence, to show (C.25), we only need
to prove that A is non-singular.

Write R = (R1, R2), where R1 is the submatrix formed by columns
corresponding to those roots |zj | > 1, and R2 the submatrix formed by
columns corresponding to those roots |zj | = 1. Note that when |zj | = 1 and
|zj′ | > 1, as k → ∞, |〈µ(j,s), µ(j′,s′)〉| ≤ C, ‖µ(j,s)‖ → ∞ and ‖µ(j′,s′)‖ ≥ C;
so (R′R)(j,s),(j′,s′) → 0. This means R′1R2 approaches the zero matrix as
k →∞. Consequently,

A = diag(A1, A2), where R′1R1 → A1 and R′2R2 → A2, as k →∞.

Therefore, it suffices to show that both A1 and A2 are non-singular.
Consider A1 first. Denote h0 =

∑
j hj1{|zj | > 1} so that R1 is a k × h0

matrix. Let R∗1 be the k × h0 matrix whose columns are {µ(j,s) : |zj | > 1},
M be the h0 × h0 submatrix formed by the last h0 rows of R∗ and Λ =
diag(‖µ(j,s)‖) is the h0×h0 diagonal matrix. Now, suppose A1 is singular, i.e.,
there exists a non-zero vector b such that b′A1b = 0. This implies ‖R1b‖ → 0
as k → ∞. Using the matrices defined above, we can write R1 = R∗1Λ; so
‖R∗1Λb‖ → 0. Since ‖MΛb‖ ≤ ‖R∗1Λb‖, it further implies ‖MΛb‖ → 0. First,
we observe that M is a fixed matrix independent of k. Second, note that
when |zj | > 1, ‖µ(j,s)‖ → cjs, as k → ∞, for some constant cjs > 0; as a
result, Λ → Λ∗ as k → ∞, where Λ∗ is a positive definite diagonal matrix.
Combining the two parts, ‖MΛb‖ → 0 implies ‖M(Λ∗b)‖ = 0, where Λ∗b
is a fixed non-zero vector. This means M is singular. Therefore, if we can
prove M is non-singular, then by contradiction, A1 is also non-singular.

Now, we show M is non-singular. Let M̃ be the matrix by re-arranging
the rows in M in the inverse order. It is easy to see that M is non-singular if
and only if M̃ is non-singular. For convenience, we use {1, · · · , h0}×{(j, s) :

|zj | > 1, 1 ≤ s ≤ hj} to index the entries in M̃ . It follows by the construction
that

M̃i,(j,s) = is−1z
−(i−1)
j , zj is a real, 1 ≤ i ≤ h0

M̃i,(j−,s) = is−1|zj |−(i−1) cos((i− 1)θj),

M̃i,(j−,s) = is−1|zj |−(i−1) sin((i− 1)θj),
zj± are conjugates, 1 ≤ i ≤ h0.

Define an h0 × h0 matrix T by

Ti,(j,s) = is−1z
−(i−1)
j , 1 ≤ i ≤ h0.

Let V be the h0 × h0 confluent Vandermonde matrices generated by {z−1
j :

|zj | > 1}:

Vi,(j,s) =

{
0 1 ≤ i ≤ s− 1,
(i−1)!
(i−s)!z

−(i−s)
j s ≤ i ≤ h0.
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First, it is seen that each column of T is a (complex) linear combination of

columns in M̃ . Second, we argue that each column of V is a linear combi-
nation of columns in T . To see this, note that Vi,(j,s) can be written in the

form Vi,(j,s) = gs−1(i)z
−(i−s)
j , where gs−1(x) = (x−1)(x−2) · · · (x−s+1) is

a polynomial of degree s−1. Let c0, · · · , cs−1 be the coefficients of this poly-

nomial. Then, for each i > s, Vi,(j,s) = z
−(i−s)
j

∑s−1
l=0 cli

l =
∑s

l=1 αlTi,(j,l),

where αl ≡ zs−1
j cl−1. The argument follows. Finally, it is well known that

det(V ) 6= 0. Combining these, we see that det(M̃) 6= 0. Therefore, M̃ is
non-singular.

Next, we show A2 is non-singular. Note that
∑k

i=1 i
s = ks+1

s+1 (1 + o(1)),∑k
i=1 i

s cos2((i−1)θ) = ks+1

2(s+1)(1+o(1)) and
∑k

i=1 i
s sin2((i−1)θ) = ks+1

2(s+1)(1+

o(1)), for θ 6= −π
2 , 0,

π
2 . Also,

∑k
i=1 i

s sin((i − 1)θ) = o(ks+1) for all θ, and∑k
i=1 i

s cos((i − 1)θ) = o(ks+1) for θ 6= 0. Using these arguments and basic
equalities in trigonometric functions, we have

(R′R)(j,s),(j′,s′) = o(1) +

{ √
(2s−1)(2s′−1)

s+s′−1 , j = j′,

0, elsewhere.

As a result, A2 is a block-diagonal matrix, where each block corresponds to
one zj on the unit circle and is equal to the matrix W (hj), where hj is the
replication number of zj and W (h)(s, s′) =

√
(2s− 1)(2s′ − 1)/(s+ s′ − 1),

for 1 ≤ s, s′ ≤ h. Since such W (h)’s are non-singular, A2 is non-singular.
�
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