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Abstract
Recent studies have identified large scale brain networks based on the spatio-temporal structure of spontaneous fluctuations in resting-state fMRI data. It is expected that functional connectivity based on resting-state data is reflective of — but not identical to — the underlying anatomical connectivity. However, which functional connectivity analysis methods reliably predict the network structure remains unclear. Here we tested and compared network connectivity analysis methods by applying them to fMRI resting-state time-series obtained from the human visual cortex. The methods evaluated here are those previously tested against simulated data in Smith et al. (Neuroimage, 2011).
To this end, we defined regions within retinotopic visual areas V1, V2, and V3 according to their eccentricity in the visual field, delineating central, intermediate, and peripheral eccentricity regions of interest (ROIs). These ROIs served as nodes in the models we study. We based our evaluation on the “ground-truth”, thoroughly studied retinotopically-organized anatomical connectivity in the monkey visual cortex. For each evaluated method, we computed the fractional rate of detecting connections known to exist (“c-sensitivity”), while using a threshold of the 95th percentile of the distribution of interaction magnitudes of those connections not expected to exist.
Under optimal conditions — including session duration of 68 min, a relatively small network consisting of 9 nodes and artifact-free regression of the global effect — each of the top methods predicted the expected connections with 67–85% c-sensitivity. Correlation methods, including Correlation (Corr; 85%), Regularized Inverse Covariance (ICOV; 84%) and Partial Correlation (PCorr; 81%) performed best, followed by Patel's Kappa (80%), Bayesian Network method PC (BayesNet; 77%), General Synchronization measures (67–77%), and Coherence (CohB; 74%). With decreased session duration, these top methods saw decreases in c-sensitivities, achieving 59–76% for 17 min sessions. With a short resting-state fMRI scan of 8.5 min, none of the methods predicted the real network well, with Corr (65%) performing best. With increased complexity of the network from 9 to 36 nodes, multivariate methods including PCorr and BayesNet saw a decrease in performance. Artifact-free regression of the global effect increased the c-sensitivity of the top-performing methods. In an overall evaluation across all tests we performed, correlation methods (Corr, ICOV, and PCorr), Patel's Kappa, and BayesNet method PC set themselves somewhat above all other methods.
We propose that data-based calibration based on known anatomical connections be integrated into future network studies, in order to maximize sensitivity and reduce false positives.
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Highlights
► We compare network models in detecting direct connections in resting-state fMRI data. ► Correlation methods, Patel's Kappa, and Bayesian Network methods performed best. ► Using 8.5 and 34 min of data, the top methods achieved ~ 60% and ~ 80% accuracy. ► Increasing the size of the network decreased the performance of multivariate methods. ► We propose calibration based on known anatomical connections in future studies.





Introduction
One of the most widely used and insightful methods for measuring activity in the brain is functional Magnetic Resonance Imaging (fMRI; Kwong et al., 1992, Ogawa et al., 1992, Bandettini et al., 1992). Efforts are constantly being made to improve processing techniques, data interpretation, and modeling of such data. A widely used analysis method is that of computing functional connectivity measures associated with resting-state data, obtained in the absence of a task (Biswal et al., 1995). The term “functional connectivity” refers to the correlations between spatially remote neurophysiological events. While this is the working definition, measures other than correlation per se can quantify a relationship in the temporal domain between neurophysiological events. Here we evaluate the performance of network modeling methods applied to resting-state fMRI time-series obtained from the human brain.
Past considerations to modeling of networks using fMRI data have found that careful model design and selection are required for the results of the study to achieve a semblance of validity. The more robust the model is, the more accuracy we can expect from the model. Specifically, successful models include as many network confounds as possible, such as forward, backward, or cyclic connections (Friston, 2011) as well as any number of foreseeable contributions from non-neuronal, physiological sources (Fox and Raichle, 2007). Flexibility is also an important quality in a model; it should be able to represent the parameters and conditions of a wide array of experiments (Roebroeck et al., 2009).
A major shortcoming of many network models is the inability to distinguish indirect from direct connections based on fMRI data (Fox and Raichle, 2007). Such a task is even more difficult when analyzing strong activations such as in fMRI experiments with stimulus presentation. Studying functional connectivity with measurements of task evoked responses has been useful in identifying larger brain regions which co-activate (Bullmore et al., 1996, Calhoun et al., 2001, Mizuhara et al., 2004); however due to the strength of the responses and the fact that they are time-locked to the onset of a stimulus or a task, the details achievable in these connectivity analyses are limited. It has been suggested that the much lower amplitude signal of resting-state activity is a fraction of the task response amplitude (Jiang et al., 2004, Ng et al., 2011) and thus that connectivity analyses of the brain at rest may give insight into functional connectivity at a finer scale. However, although spontaneous fluctuations in fMRI signals correlate with the locally measured neurophysiological activity (Shmuel and Leopold, 2008, Schoelvinck et al., 2010), functional connectivity between fMRI signals recorded in two remote regions may reflect network effects rather than a direct connection between these regions. Therefore, it is expected that functional connectivity based on resting-state data is reflective of anatomical connections (De Luca et al., 2006, Fox and Raichle, 2007, Koch et al., 2002, Quigley et al., 2003, van den Heuvel et al., 2009), although this reflection is not trivially identical (Honey et al., 2010).
In a recent paper by Smith et al. (2011), the abilities of various network models to correctly predict networks of simulated fMRI data were evaluated. The simulations considered a range of scenarios, including variations in number of nodes, session durations, connection strengths, input strengths, and other potential confounds thought to be present in real fMRI data. The main result was that, with simulated data, Partial Correlation, Inverse Covariance, and Bayesian network models could often predict over 90% of correct network edges with greater connection strengths than the 95th percentile of the false positive distribution. This being said, even these strongest methods showed weakness when faced with some of the tested confounds, indicating a necessity to test the model performances with real data, where any number of confounds may be significant.
Here we explore the validity of various network modeling methods by evaluating their successes at predicting expected anatomical connections between different regions in the human visual cortex. We chose retinotopic visual areas V1, V2, and V3 for pursuing this evaluation because of the in depth understanding we have of the anatomical connections within and between these areas based on studies of the macaque monkey brain. The methods we test here against human resting-state data are those previously tested against simulated data in a paper by Smith et al. (2011). Our goal is to identify the most appropriate models for use with real human resting-state fMRI data. To quantify a method's ability to accurately predict a set of connections, we use measures of “c-sensitivity”, a term coined by Smith et al. representing the fractional rate of detecting true connections. We found that Partial Correlation, Regularized Inverse Covariance and Bayesian Network methods achieved the highest c-sensitivities across tests. We propose to improve data-acquisition parameters and analysis by integrating a data-driven calibration into functional connectivity studies.



Section snippets
Subjects and scanning sessions
Seven normally sighted subjects participated in this study after giving written consent in accordance with the Code of Ethics of the World Medical Association (Declaration of Helsinki). For the analysis presented here, we excluded the data obtained from2 of the subjects (see below). Each subject was scanned in two sessions: one to obtain high-resolution anatomical images and fMRI for retinotopy and the other to obtain high-resolution anatomical images and fMRI in the resting-state. During the
Overall c-sensitivity results
Fig. 3 (top panel) presents the normalized interaction measures of the expected and unexpected interaction coefficient magnitudes predicted by each model. We hoped to see as little overlap in the distributions as possible, this being especially important when a ground truth set of connections is not known beforehand. The number of data points plotted for a model is the number of expected (36; in green) or unexpected (24; in red) connections times the number of subjects (5). To evaluate the
C-sensitivity performances of the methods
The main analysis that we conducted was around a 9 node network, with 68 min sessions and with the global signal regressed from the ROI time-series. These choices were made because we expected they would optimize results given preliminary analyses. In this analysis, we observed the best performances by the correlation methods, Patel's Kappa, the Bayesian Network models, and the GenSynch measures. Partial Correlation was expected to do well in separating the direct from indirect connections
Conclusion
Throughout tests done here with human resting-state fMRI data, we find the most consistently successful and reliable methods in predicting direct neural networks while incorporating the calibration method we propose to be correlation type methods including correlation, partial correlation and regularized inverse covariance, Bayesian Network method PC, General Synchronization measures and Patel's Kappa. In our 9 node, one visual quadrant test, we found the previously mentioned methods performed
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	Causal influences between spontaneous fluctuations in resting state fMRI of central and peripheral eccentricity representations in the human visual cortex
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Citation Excerpt :
Such large number of BOLD signals allows drawing significant conclusions from a statistical point of view. Certainly, the issues we examine in the current work were not considered in previous works [24–32]. In this regard, our rigorous statistical investigation is useful to measure and localize the information transfer between different eccentricity bands of the human visual system for better understanding of the human visual cortex mapping.



Show abstract
Functional magnetic resonance imaging (fMRI) is widely used to study and understand interactions between brain structures. The purpose of our work is to examine contemporaneous relationships between central and peripheral eccentricity signals within and between visual areas of the human visual cortex to better understand functional connectivity in this region of human brain. Indeed, based on the analysis of a large set of fMRI signals, it was concluded that there is only a limited connectivity between central and peripheral eccentricity bands within the first and second visual areas; but, there is no evidence of connectivity between those eccentricity bands within the third visual area. In addition, it was found that the effects of central eccentricity signals on peripheral ones are extremely large in visual areas V1 and V2. Conversely, the effects of peripheral eccentricity bands on central ones are small in all visual areas. The obtained results are a further step toward understanding the organization of spontaneous activity in visual cortical regions of the human brain.




	Neural and metabolic basis of dynamic resting state fMRI
2018, NeuroImage
Citation Excerpt :
For example, differences in cortical thickness organize into networks which are similar to those found in to rsfMRI correlations (Chen et al., 2008; He et al., 2007). The influence of structural connectivity (Dawson et al., 2013; Wang et al., 2013) and cortical layer dependence (Baek et al., 2016; Sotero et al., 2015) also needs to be considered. Evidence exists that dynamic connectivity may be shaped by structural connections (Liao et al., 2015; Liegeois et al., 2016).



Show abstract
Resting state fMRI (rsfMRI) as a technique showed much initial promise for use in psychiatric and neurological diseases where diagnosis and treatment were difficult. To realize this promise, many groups have moved towards examining “dynamic rsfMRI,” which relies on the assumption that rsfMRI measurements on short time scales remain relevant to the underlying neural and metabolic activity. Many dynamic rsfMRI studies have demonstrated differences between clinical or behavioral groups beyond what static rsfMRI measured, suggesting a neurometabolic basis. Correlative studies combining dynamic rsfMRI and other physiological measurements have supported this. However, they also indicate multiple mechanisms and, if using correlation alone, it is difficult to separate cause and effect. Hypothesis-driven studies are needed, a few of which have begun to illuminate the underlying neurometabolic mechanisms that shape observed differences in dynamic rsfMRI. While the number of potential noise sources, potential actual neurometabolic sources, and methodological considerations can seem overwhelming, dynamic rsfMRI provides a rich opportunity in systems neuroscience. Even an incrementally better understanding of the neurometabolic basis of dynamic rsfMRI would expand rsfMRI's research and clinical utility, and the studies described herein take the first steps on that path forward.




	Nonlinear statistical properties of fMRI signals in human visual cortex during resting-state
2018, Physics Letters, Section A: General, Atomic and Solid State Physics
Citation Excerpt :
Finally, we conclude in Section 5. In this study, retinotopic visual areas V1, V2, and V3 are chosen to examine neurodynamics of the human visual cortex according to their eccentricity in the visual field [42] as they are the main areas of human visual cortex where essential of visual information is processed. For instance, the areas V1, V2, and V3 respectively refer to the primary, secondary, and third visual cortex.



Show abstract
The purpose of the current work is to study nonlinear dynamics in neuronal activity within human brain visual cortex based on blood-oxygen-level dependent (BOLD) contrast imaging. In particular, based on functional magnetic resonance imaging (fMRI) signals, measures of fractality, complexity, and state disorder are estimated from central and peripheral eccentricity bands across three visual areas. Statistical results from analysis of 48750 resting-state fMRI signals show evidence that nonlinear dynamics of neuronal activity in resting-state in central and peripheral eccentricity bands of human visual cortex are persistent. However, they exhibit heterogeneous variability across eccentricity bands and visual areas. Also, information content in first visual area is more ordered than in the second one, whilst information content in the third visual area is the least ordered. These interesting nonlinear statistical properties are a further step toward understanding neuronal activity and nonlinear dynamics in human brain visual cortex.




	Improved estimation of subject-level functional connectivity using full and partial correlation with empirical Bayes shrinkage
2018, NeuroImage

Show abstract
Reliability of subject-level resting-state functional connectivity (FC) is determined in part by the statistical techniques employed in its estimation. Methods that pool information across subjects to inform estimation of subject-level effects (e.g., Bayesian approaches) have been shown to enhance reliability of subject-level FC. However, fully Bayesian approaches are computationally demanding, while empirical Bayesian approaches typically rely on using repeated measures to estimate the variance components in the model. Here, we avoid the need for repeated measures by proposing a novel measurement error model for FC describing the different sources of variance and error, which we use to perform empirical Bayes shrinkage of subject-level FC towards the group average. In addition, since the traditional intra-class correlation coefficient (ICC) is inappropriate for biased estimates, we propose a new reliability measure denoted the mean squared error intra-class correlation coefficient (ICCMSE) to properly assess the reliability of the resulting (biased) estimates. We apply the proposed techniques to test-retest resting-state fMRI data on 461 subjects from the Human Connectome Project to estimate connectivity between 100 regions identified through independent components analysis (ICA). We consider both correlation and partial correlation as the measure of FC and assess the benefit of shrinkage for each measure, as well as the effects of scan duration. We find that shrinkage estimates of subject-level FC exhibit substantially greater reliability than traditional estimates across various scan durations, even for the most reliable connections and regardless of connectivity measure. Additionally, we find partial correlation reliability to be highly sensitive to the choice of penalty term, and to be generally worse than that of full correlations except for certain connections and a narrow range of penalty values. This suggests that the penalty needs to be chosen carefully when using partial correlations.




	Partial correlation analysis reveals abnormal retinotopically organized functional connectivity of visual areas in amblyopia
2018, NeuroImage: Clinical

Show abstract
Amblyopia is a prevalent developmental visual disorder of childhood that typically persists in adults. Due to altered visual experience during critical periods of youth, the structure and function of adult visual cortex is abnormal. In addition to substantial deficits shown with task-based fMRI, previous studies have used resting state measures to demonstrate altered long-range connectivity in amblyopia. This is the first study in amblyopia to analyze connectivity between regions of interest that are smaller than a single cortical area and to apply partial correlation analysis to reduce network effects. We specifically assess short-range connectivity between retinotopically defined regions of interest within the occipital lobe of 8 subjects with amblyopia and 7 subjects with normal vision (aged 19–45). The representations of visual areas V1, V2, and V3 within each of the four quadrants of visual space were further subdivided into three regions based on maps of visual field eccentricity. Connectivity between pairs of all nine regions of interest in each quadrant was tested via correlation and partial correlation for both groups. Only the tests of partial correlation, i.e., correlation between time courses of two regions following the regression of time courses from all other regions, yielded significant differences between resting state functional connectivity in amblyopic and normal subjects. Subjects with amblyopia showed significantly higher partial correlation between para-foveal and more eccentric representations within V1, and this effect associated with poor acuity of the worse eye. In addition, we observed reduced correlation in amblyopic subjects between isoeccentricity regions in V1 and V2, and separately, between such regions in V2 and V3. We conclude that partial correlation-based connectivity is altered in an eccentricity-dependent pattern in visual field maps of amblyopic patients. Moreover, results are consistent with known clinical and psychophysical vision loss. More broadly, this provides evidence that abnormal cortical adaptations to disease may be better isolated with tests of partial correlation connectivity than with the regular correlation techniques that are currently widely used.
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Moreover, it has been proposed that many mechanisms underlying anesthesia-induced loss of consciousness are also implicated in the fading of consciousness characterizing the descent to sleep (Franks, 2008; Brown et al., 2010). Many authors have investigated RSN in animals under general anesthesia (Lu et al., 2007; Pawela et al., 2008; Hutchison et al., 2010; Liu et al., 2011; Tu et al., 2011) and during wakefulness (Liang et al., 2011; Zhang et al., 2010), revealing the existence of intrinsic brain networks in primates (Mantini et al., 2011; Dawson et al., 2013) and rodents (Becerra et al., 2011; Lu et al., 2012). The results obtained so far suggest that deeper stages of anesthesia tend to be characterized by diminished functional connectivity (Lu et al., 2007; Williams et al., 2010; Wang et al., 2011), and that the nature of such decrease is related to the anesthetic agent used (Pawela et al., 2008; Liu et al., 2013).



Show abstract
Intrinsic brain activity is characterized by the presence of highly structured networks of correlated fluctuations between different regions of the brain. Such networks encompass different functions, whose properties are known to be modulated by the ongoing global brain state and are altered in several neurobiological disorders. In the present study, we induced a deep state of anesthesia in rats by means of a ketamine/medetomidine peritoneal injection, and analyzed the time course of the correlation between the brain activity in different areas while anesthesia spontaneously decreased over time. We compared results separately obtained from fMRI and local field potentials (LFPs) under the same anesthesia protocol, finding that while most profound phases of anesthesia can be described by overall sparse connectivity, stereotypical activity and poor functional integration, during lighter states different frequency-specific functional networks emerge, endowing the gradual restoration of structured large-scale activity seen during rest. Noteworthy, our in vivo results show that those areas belonging to the same functional network (the default-mode) exhibited sustained correlated oscillations around 10 Hz throughout the protocol, suggesting the presence of a specific functional backbone that is preserved even during deeper phases of anesthesia. Finally, the overall pattern of results obtained from both imaging and in vivo-recordings suggests that the progressive emergence from deep anesthesia is reflected by a corresponding gradual increase of organized correlated oscillations across the cortex.





View all citing articles on Scopus



View full textCopyright © 2012 Elsevier Inc. All rights reserved.
Recommended articles
	Do counteracting external frontal plane moments alter the intraarticular contact force distribution in the loaded human tibiofemoral joint?
The Knee, Volume 22, Issue 2, 2015, pp. 68-72

Karsten Engel, …, Christian Liebau



	Stationary states and spatial patterning in an SIS epidemiology model with implicit mobility
Physica A: Statistical Mechanics and its Applications, Volume 461, 2016, pp. 36-45

Jaroslav Ilnytskyi, …, Olena Haiduchok



	A study of industrial electricity consumption based on partial Granger causality network
Physica A: Statistical Mechanics and its Applications, Volume 461, 2016, pp. 629-646

Can-Zhong Yao, …, Ji-Nan Lin



	STrategically Acquired Gradient Echo (STAGE) imaging, part II: Correcting for RF inhomogeneities in estimating T1 and proton density
Magnetic Resonance Imaging, Volume 46, 2018, pp. 140-150

Yu Wang, …, E. Mark Haacke



	Actions of Adenosine on Cullin Neddylation: Implications for Inflammatory Responses
Computational and Structural Biotechnology Journal, Volume 13, 2015, pp. 273-276

Valerie F. Curtis, …, Sean P. Colgan



	LEICA: Laplacian eigenmaps for group ICA decomposition of fMRI data
NeuroImage, Volume 169, 2018, pp. 363-373

Chihuang Liu, …, Luiz Pessoa





Show 3 more articles
Article Metrics
View article metrics




	About ScienceDirect
	Remote access
	Shopping cart
	Advertise
	Contact and support
	Terms and conditions
	Privacy policy


Cookies are used by this site.  Cookie Settings
All content on this site: Copyright © 2024 Elsevier B.V., its licensors, and contributors. All rights are reserved, including those for text and data mining, AI training, and similar technologies. For all open access content, the Creative Commons licensing terms apply.



















